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in semiconductor devices that are used as detectors ioleatiysics.

They are meant to act as a backup to a set of ledirgiedelivered in Oct
2004 and build on a series of lectures given at Lausannersityvia November
2001. It should be emphasized that they draw very heawily mumber of much
more detailed resources, for example the excellentbdek by S.M.Sze,
Semiconductor Devicespublished by J.M.Wiley, from which most of the
diagrams in the first three chapters are drawn. Theralsoeexcellent books on
the Web that have been drawn on, éxample Principles of Semiconductor
Devices B.v. Zeghbroeck

These notes have been prepared for graduate students whanhaterest

Semiconductor technology is ubiquitous in particle phys&ss,in almost any
form of modern instrumentation. There are very féwgny, detector elements
that do not contain semiconductors either as the astinsing element or as part
of the readout. The only examples | can only think efpssive materials, such
as emulsions, plastics or mica that are sometimesausecord the passage of
ionizing radiation and which may, in principle, be “scannading traditional
microscopes.

In these notes | have not attempted to provide a céenfige of semiconductor
devices used in experiments. Instead, | have selected a mafrdEnsors and a
few electronic components which are critical to theiderstanding. The sensors
| discuss are those usually associated with traditionaaking and vertexing
detectors i.e. strip and pixel based detectors for ioniad@tion.

This is a complex and rapidly moving field. As well ks tesearch journals and
textbooks referenced in these lectures | would like tokilmay colleagues at the
Liverpool Semiconductor Detector Centre (LSDC), espsciadl J. Velthuis and
Dr. G. Casse for allowing me to present their resaftd insights here. Any
mistakes and omissions are purely my fault.

Themis Bowcock
Oliver Lodge Laboratory, University of Liverpool
September, 2004
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Part 1

Introduction to
Semiconductors



The simple properties of semiconductors are compared with those of conductors and
insulators. "Their electronic and atomic structures are  discussed. The concepts of
energy bands are developed and  the carrier density in intrinsic semiconductors
calenlated. The effects of introducing donors and acceptors into a semiconductor are
introduced.

categorised as existing in the gaseous, liquid or solidepbasoom

temperature. The physical properties of these matamalalmost entirely
governed, at the atomic, microscopic and macroscoite,sby the electric
interactions between the electronics surrounding thmiatnuclei.

The vast majority of materials of which we have experé may be

In the solid state the atoms are sufficiently clpspacked that it is often

energetically favourable for the atoms to be arrangedegular repeating

patterns — crystals. The proximity of the atoms to edbbr (of order 1A) is such
that the more loosely bound identical electrons indimer shells may no longer
be localized to the “parent”, but may be shared betvwleseatoms in the crystal.
As we shall see this phenomenon gives rise to the impsrtant bulk electrical

property of materials, conductivity.

Not all solids are crystalline, most have a structuag¢ i far from being simple
and regular. Metals are usually composed of an aggloenefamall crystallites
packed together. Other materials, for example glasssmorphous materials,
have a periodic atomic arrangement that is so lowal tmaterial cannot be
considered to have any crystalline structure. Organic sohdy exist as
polymer chains. Even crystals are far from simple; maifiypossess impurities,
either accidental or deliberate, and most will contegians where the atoms are
displaced or missing within the structure.



Within these notes we will be largely be concernedh wie electrical properties
of relatively pure crystalline solid state materialse Wil almost exclusively
concentrate on a single element, Silicon, from winndst solid state devices are
fabricated. We will learn how the control and modifythe crystal, through the
introduction of impurity atoms, to make sensors of exceptisensitivity for
particle physics experiment.

1.1.1 Conductivity

The resistivity of a material is measuredXtm. If the resistance, of a sample of
material is known, the resistivity is relatedR¢hrough

pL
== 1.1
A (1)
where we have assumed we have a block of cross-sechiwa# and lengthL.
The conductivity is the reciprocal of the resistivitg,=1/ o, and has units of
S/cm.

The conductivity of materials has one of the highesiges of any known
measurable quantity. It varies from abouf4@/c to about I8 S/cm. This is
one of the largest ranges of any measurable promdria material known.
Materials that do not conduct, such as quartzjassed as insulators. In contrast
many metals, for example silver and copper, areeding good conductors.
Between the range of insulators and conductors awe la class of materials

RESISTIVITY p (f2-Cm)

10'® 10'® 10'% 10'2 10'C 108 10® 10% 102 1 1072 10% 107 108
| B ] P SR CEE B L RS Y I e . L e e L G
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® GLASS —_— @
NICKEL OXIDE SILICON (Si) COPPER
(PURE) ¢
DIAMOND GALLIUM ARSENIDE (GQAS) ALUMINUM
(PURE) °
GALLIUM PHOSPHIDE (Gap)  PLATINUM
® SULFUR °
L Fusep CADMIUM SULFIDE (CdS) ElSMUTH
QUARTZ
T SO | S T I | .l S S O N TR PN WY TN (NN (N (NN SN G

10718 10716 10714 40712 10-10 10-8 10°® 104 102 1 102 10% 105 108

CONDUCTIVITY o (S/cm)

~<—— INSULATOR ——I—ﬁSEMICONDUCTOR——I——CONDUCTOR—-

Figure 1:Conductivities of insulators, semiconductors and conductors

which we can generically call semi-conductors.(Sigere 1).

The physical difference between and insulator acdraluctor is very strongly
related to the number of free charges able to moaer the influence of an
external electric field. The current dengiignd field and are related through

j=o&=&1p (1.2)
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Simple argument from kinetic theory suggests that
o =mv. / N€e’l (1.3)

wherem is the effective mass of the charge carris the charge of carriersis
the spacing between collisions, is related to velocity of the carriers (not the
drift velocity induced by the electric field), afdlis density of carriers. For a
metalN may typically be greater than 8@ whilst for an insulatoN may be
very low. We will discuss the carrier concentrasiom semiconductors in Section
1.2. The conductivity of semiconductors is in gahevery sensitive to
temperature, light, magnetic field and the levélgrurity, It is this sensitivity,
not present in metals at room temperature, thatemaemiconductors such
useful materials for sensors.

1.1.2 Periodic Table

By far the most important semiconductor for deted&velopment is silicon. The
discovery of silicon (L.silex: silicis flint) - silicium in French - is generally
credited to Berzelius 1824. He prepared amorphdigers heating potassium
with silicon tetrafluoride and purified the produsst removing the fluorosilicates
by repeated washings. Deville in 1854 first predaceystalline silicon, the
second allotropic form of the element.

Silicon is present in the sun and stars and igrecipal component of a class of
meteorites known as aerolites. It is also a compboktektites, a natural glass of
uncertain origin.

Silicon makes up 25.7% of the earth's crust, bygtteiand is the second most
abundant element, being exceeded only by oxygeico®iis not found free in
nature, but occurs chiefly as the oxide and asaséds. Sand, quartz, rock crystal,
amethyst, agate, flint, jasper, and opal are sonteeoforms in which the oxide
appears. Granite, hornblende, asbestos, felddpay,mica, etc. are but a few of
the numerous silicate minerals.

Silicon is one of man's most useful elements. henform of sand and clay it is
used to make concrete and brick; it is a usefulaceédry material for high-
temperature work, and in the form of silicatessitused in making enamels,
pottery, etc. Silica, as sand, is a principal idggat of glass, one of the most
inexpensive of materials with excellent mechaniaatical, thermal, and
electrical properties. Glass can be made in a geggt variety of shapes, and is
used as containers, window glass, insulators, lrmasands of other uses. Silicon
tetrachloride can be used as iridize glass.

Some of the properties of Silicon are summarized in

Atomic Number | 14 Melting Point 1687 K
Atomic Symbol | Si Boiling Point 3538 K
Atomic Weight | 28.0855 Density 2.3296 g/cm3
Electronic (Ne)(3s§(3py lonization 8.1eV
Configuration Potential

Table 1: Properties of Silicon
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Silicon is in period 3 in the periodic table. Ndteat Silicon occurs close to
germanium (Ge) in Column IV. Note also that it &t sBimply pure elements that
are used in semiconductor devices. Many compouisdsexample GaAs are
may also used.

Period Column 1l " v Y VI
2 B C N
Boron Carbon Nitrogen
3 Mg Al Si P S
Magnesium Aluminium Silicon Phosphorus Sulphur
4 Zn Ga Ge As Se
Zinc Gallium Germanium Arsenic Selenium
5 Cd In Sn Sb Te
Cadmium Indium Tin Antimony Tellurium
6 Hg Pb
Mercury lead

Table 2 Part of the periodic table containing silicon

The electronic structure of silicon is determingdiis atomic weight, 14. The
ground state of Si will then make it Neon like, wia closed inner shell
composed of two electrons and 8 electrons in the sieell’ The remaining 4
electrons fill the 3s level and start to fill thp Bvel. These last 4 electrons are
the easiest to ionize with a typical ionizationrgyeof about 8eV.

1.1.3 Structure

As we discussed above when atoms are close pacteed solid they may form
into fixed structures. These lattice structurerafularly repeated, form the
crystals of the material under consideration. krystal the atoms do not move
far from fixed positions. At normal temperatures timly excursions are small
thermal vibrations within the lattice.

Figure 2: Three cubic unit cells. (a) Simple cubic. (b) Body-centred cubic. (c) Face-
centred cubic.

! The number of electrons that may be put into a partiemgular momentum staltés given by
2(2+1). Thus in the inner shelHO only ) we get 2,. For the next shell where Hethor 1 we
can fit 8 and so on.
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The simplest crystal structure that could be em@dawould be a simple cubic
crystal structure. See (Figure 2a). Although timepse cubic structure is simple
to explain and draw there is only known element tmgstallizes in the simple
cubic structure, polonium. The open structure matkkesich more probable that
crystals have a much more close-packed structure.

The simplest way to increase the packing densitly i%ill” the centre of the
cube. This clearly symmetric structure is showFigure 2(b). It may be thought
of as being constructed of two interlinked simpldic structures displaced with
respect to one another along the body diagonalFigeee 3.

Figure 3. The body-centred cubic structure shown as two interlinked simple cubic
lattices. Many metals possess this structure including iron, lithium, potassium and
sodium.

Another packing structure is called faced centred
cubic (fcc). See Figure 3(c). The fcc structure is
very similar to simple cubic structure with an
additional atom added at the centre of every face.
Fcc structures are typical of many other metals
including copper, silver, gold, aluminium and
nickel and platinum, Figure 4.

Both silicon and germanium have a much more
complicated structure. They share a diamond

Figure 4: STM picture lattice structure which may be described as two fcc
showing a fcc structure on a lattices

surface. (IBM) with one

lattice displaced from the other by or
qguarter of the body diagonal of the fcc. |
the diamond lattice each atom
equidistant from four others. The diamor
structure is almost as complicated
explain as it is to visualize, especially
one tries to see the interlockin
sublattices. It is somewhat easier (Figu
5) to identify the tetrahedrons. Each atc
in the diamond structure can be thought
as being at the centre of its ow Figure 5: Diamond structure
tetrahedron.
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INTRODUCTION TO SEMICONDUCTORS

If we know the approximate size of a Silicon or Iar atom and the interatomic
spacing we can make a classical estimate of theuainad free space to atoms.
For silicon this ratio is about 0.3 which may benpared with the value for a
closely packed (classical) system which occupies 6v7. (see Problem 1.1 and
1.2)

Note that distances between atoms can be measerg@dacurately using X-ray
diffraction techniques. The size of an atom remaimsuch move vague concept
-strictly it depends whether the atom is free aat imetal or ionic crystal etc.

Before moving away from this very brief discusswi the crystal structure of
silicon it is necessary to define thiller indices. These are used to define planes
through the crystal. As some properties of senstegend on the crystal
orientation we will describe how these may be olgtdi The recipe is as follows.
First determine the intercepts of the planes orthihee Cartesian coordinates in
terms of the lattice constants. If a plane does ini@rsect the axis then the
intercept is infinite, then take the reciprocaldité numbers and reduce them to
the smallest three integers having the same mgo,(111) rather than (222).

z (00l)
o] a a
IN |
|
/(OIO) /
a a a
X X
X (100) (110) (1)

Figure 6: Miller indices of some planes in a cubic crystal

S —— T T -

Figure 7 Silicon (111) plane (solid line), and a STM photograph of a Si 111 surface.
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Note it is now possible to use STM technology tame the crystal structure.
For example the (111) plane of Si contains a coxpd of atoms on which the
pattern is far from the simple fcc.

1.1.4 Valence Bonds

The silicon crystal is bound together via valenoads. Silicon is tetravalent and
Is able to share its outer four electrons with eatits four neighbours. Each
identical electron cannot thus be uniquely assediatith a particular atom. The
force of attraction between the atoms can only céeulated using complex
guantum chemistry techniques and involves a det&i®wledge, or prediction,

of the electron wavefunctions in the solid. Howetlex general features of the
solid follow the same rules as for ionic crystaisretals i.e. that

* positive ion cores should be kept apart to minentlze Coulomb energy
» Valence electrons should also be kept apart

* Valence electrons should stay close to positives idd maximize
attraction

For covalent crystals e.g. Silicon or carbon thado very strong. For carbon
the bond strength between atoms is over 7eV. Tier atportant feature of the
covalent bond is that it is strongly directiondl.id this that gives rise to the
tetrahedral diamond structure we have already sl and hence why the
packing ratio, and hence density, of the diamaittte is so low.

A curiosity associated with the Si diamond struetis that electrons localized
within a “bond” have the tendency to be spin al@yn&€his counter intuitive

result is a product of the interaction of the eleeic with the Si nuclei; this

effect (except for very short distance scales) sedoutweigh the usual Pauli
exclusion principle.

In order for us to understand the behaviour ofdaemiconductor devices we
need to introduce some concepts that arise fromsthdy of the quantum
Mechanics of solids. Most of these will already familiar to the reader. The
energy bands, the Fermi Surface and energy arecylarty important.

€ €

Second

allowed

band N\NB | B/
=

Forbidden band |

First A A
allowed
band
k F e k
“a a
(a) (b)

Figure 8: The Energy wavevector relation for a) a free electron and b) an electron in a
periodic lattice.
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For a free electron there exists a simple relahgnbetween its energy and its
momentum

h? -
g =—k? 1.4
K= om (1.4)

wherek is related to the momentum by, See
p = hk (1.5)

In the free electron case there are no forbiddemggrnregimes, the electron can
freely propagate in its usual way with a wavefumctof the form

l// 0 eiIZ.F.

When the electrons are propagating in a periodicdathe situation is much
more complex. Intuitively when the wavenumbler ¢f the electron matches the
periodicity of the lattice we expect there to béeent scattering from each of
the atomic centres. This coherent scattering haseffect of creating standing
waves within the crystal i.e. the electrons atdel frequencies (and directions)
do not easily propagate. This means that certairmentum values are
“forbidden”, in as much electrons are not obsert@gropagate with these k
values, i.e. there are certain energy “band-gapisis vision of the origin of the
band gaps corresponds to the solutions of the 8clyér equation and possesses
the underlying assumption that we have quasi-frieetrens moving in the
presence of a lattice of positive ions.

This technique results in the Bloch Theorem whigltes that the eigenfunctions
of the wavefunction in the crystal (or periodic @aial) must have the form

@ () =€“"u, (r) (1.6)

where the function yfr) has the periodicity of the lattice depends on the
wavevector k. Note that for a relatively compleystal the solutions will clearly
depend strongly on the wavevector. The wavefunstiovhich contain all the
information about the electrons in the solid, mbhgnt be used to compute the
energy-wavevector relations, analogous to thedtegtron equation above.

In a one dimensional crystal the relation betwesethe wavefunction and the
energy bands is relatively simple to compute Let assume that the periodic
potential in a lattice may be written as

V(r) =) Ve™ (1.7)

WhereG are reciprocal lattice vectors. The Schrodingeragign will be doubly
degenerate in energy corresponding to oppositeltiay waves .Thus from the
Bloch equation we can write the general form ofwlaeefunction as

l// - aL—l/Ze—ikX + bL—]./ZeikX (18)
Where theL™? terms are simply the free electron normalizatiactdrs for a
particle in box of length L.

First order perturbation theory tells us that wa campute the energies of two
degenerate statégj) due to the perturbatio¥i(r) if we can “diagonalize” the
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matrix elements/; Actually we don’t have to perform the diagonaii@aa but
simply recall that the energy shift(s) are giversbiutions to the equation

(V11‘ Erl1i)(v22_ = ) = Vo1Vi5=0 (1.9)
In our case

1 r iGx
V,, :IPG:vGeG dx=V,,
1k . .
Vi = .c[ 2@ V€ dxe "

1k . .
V, == | 3V, €% dxd®
= L!% © (1.10)

Now if G is sufficiently large compared L then bothVi; andV»; are zero as
they integrate of a rapidly oscillating functiony Bie same toke¥ is only non
zero if G=2k. At this valueVi,=Vg, This is also true forV,:. Thus Eq.(1.9)
becomes (puttingE=E")

(1.11)

which means that the two energies have splif,= +V.This also means that

for any periodic perturbing potential energy gappear of width approx2v, . It

should also be obvious that ktG/2 the lower energy state and the higher
energy state “bend” away from the free electrorrgyne

1.2.1 Effective mass
In quantum mechanics the velocity of a particlmeasured by its group velocity

y=J¢ _20E (1.12)

The acceleration of the particle is thus simple

. _1ddE_1ddkdE _1dkd’E
V> —— = ———— = —— (1.13)
hdtdk A dkdt dk 7 dt dk
In the case we apply an external fieftthe rate of energy absorption from the
external field is forcex velocity. Thus

dE _ dE dk

—efy=—=——" (1.14)
dt dk dt
Further from Eq. (1.12)we can substitute for thiea#y giving
-ef = h(%j (1.15)
dt

Thus using Eq. (1.13)we find
h

-ef = v 1.16
(dzE/dkzj ( )

Which defines the effective mass
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Figure 9 Band structure of Si for different in 1D directions and values of k

* h
m = 1.17
(d2E/dK?) (17)

For an electron at the top of a band, for examipéeldower energy state in the
previous section, the effective mass is negative,electron decelerating as the
field is applied and the electron exchanges mommenuith the lattice. At the
bottom of the band the electron behaves muchfesegparticle having an E-k
relation almost the same as that in free space.

1.2.2 Holes

The peculiar behaviour of an electron close to tthye of an energy band is
usefully understood in terms of the behaviour afard states, dnoles In a full
energy band containingelectrons with no net current flow

-e> ;=0 (1.18)
n
If the m™ is missing there will, instantaneously, be a netent equal to
—e> = ey, (1.19)
n#m

l.e. the net current is the same as that due &rtcle with the same velocity as
the missing electron but carrying opposite charge.

Thus for a system containing a missing electroseclithe top of the band, the
behaviour of the system may be considered to éesdme as that of@ositive
particle moving with an effective mass whictpwsitive

1.2.3 Conduction-Valence Bands

It is usual to call the upper of the two bandshe €nergy diagram the conduction
band and the lower of the two the valence band. &iexrgy gap, if it exists,
between the two is the bandgap.

The reader should also be made aware the simplanalysis of band structure
ignores the complex 3D nature of crystals. The ggneiagrams , and bandgap,
depends on the wavevector orientation of the elestrin general the band
structure is a three dimensional object.

E (el

15

B —_/_\_//l \___\
| / k
100 200 200 00 506 00

Figure 10 Band structure of Si for different in 1D directions and values of k

]
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Figure 11: 3D band structure of Si. The radius represents the energy level at k=677 and
the direction is that of the appropriate k.

1.2.4 Density of States

Apart from theE-k relationship for the material it is also vital kmow the
numbers of available states to the electron. Timsitjeof states follows the well
known relation from quantum mechanics for a freectebn. To make this more
explicit let us consider a particle of momentymnside a cubic volume with
sides of length.. The allowed values of the momentum (in ®adirection) are
given by:

27hny

Py = fiky = (1.20)

and likewise for p, andp,. The numbersy, n, n, are all positive integers. Every
combination of these integers represents a diffestate. The number of states in
one dimensionx) in an intervaldpx is given by the differential of Eq. (1.20)
namely

21mh

In three dimensions the total numbers of stdiéss thus given by:

3
dN =dndn dg:(ﬁ] dp dp dj (1.22)

where if we set the volume of the confining cubdé¢ V then:
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1 3

dN=dndndnp=\V—| dpdpd 1.23
n an dn \{2 nhj R dp 0] ( )

we can interpret the above equation as
VOIum%hase spact
N=
where Eqg. (1.24) is read as stating that the nurobestates available equals the
phase space volume scaled by Plank’s constanpHarigal co-ordinates (that

we often use because of the spherical symmetryenben many problems in
nature) we know that

d’p=dpdp dp= p dp@= P drdost) @ (1.25)

(1.24)

so that now we may rewrite Eq.(1.24) as:

\%
dN :F P dpd? (1.26)
We can convert this to an energy density by digdimough bydE :
dN _V ,dp
Ey =—=—_ 2—dQ 1.27
PE)= e 5P 4 (1.27)

Remembering that classicali=p2/2mthen if we let the velocity of the particle
bev:

dp _1

£y (1.28)

then can simply be rewritten as
% =%/ (1.29)

Sometimes this is written in the entirely equivaiemm

p(E) = (2:7/h)3 pma (1.30)

Integrating over the solid angle

Po(E) = amr pm= a7y V2 gV

(2m)’ (n)° (1.31)

As there are two electron states (spin up and @gpin) for each wavefunction
within the lattice the density of states per uniLvne is

o(E) = 47{%] EY? (1.32)

It is interesting to note (although we do not pravéere) hat the number of
states available to a free electron is equd,tthe number of ions in the lattice.
Since there are the two spin state this becdies
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The differences between metals, insulators and csemuctors can be
understood in terms of botk plots and the density of states. For a monovalent
metal the first (valence band) will only be halfeid (only N of the 2N states) are
filled. Given the shape of thE-k curve at this point one can see why the
electrons in the monovalent metal do behave asefestrons.

NN N
V.V Vv

N(E) k

E-—+» (b)

(a) (c)

Figure 12 E-k curves and density of states for a) conductor) insulator and c¢) a
semiconductor.

For an insulator the first energy band is compjetided. In order for an electron
to move within the crystal when an electric fiekl applied energy must be
supplied (from thermal excitation) to drive an é&len across the forbidden
region into the conduction band. If the band gagpuiSiciently large, compared
to thermal energies, i.e. several eV, the transitiarely takes place and the
material is an insulator.

If the energy gap is not too large (1.1eV in Sérththermal excitations will leave
some electrons in the conduction band at all tie. the temperature is
increased(decreased) the conductivity will incrédeerease). This is the classic
behaviour of a semiconductor.

Before we discuss the density of charge carriesemiconductors it is important
to introduce both the Fermi Energy, Fermi Surfacel ahe Fermi-Dirac
distributions.

1.3.1 Distributions

The energy distribution of spin %2 particles at temapureT is governed by the
Fermi-Dirac distribution function:

1

(E—E; ) /KT

Fep (E) =
FD( ) 1+e

(1.33)

Where EF is the known as the Fermi Energy. The FBirac distribution may
derived from the same statistical mechanical proeedised to show that
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systems of indistinguishable particles are disteuaccording to the Maxwell-
Boltzmann distribution

Foe(E) Oe &' (1.34)

The difference between the two arises from the irement that for spin %
particles no two particles may be in the same state

The Fermi-Dirac distribution has a very distinctalgape (see Figure 13 a) which
varies from a step function at absolute zero tonaathly varying function at
higher values of T.

A A
I

‘\— T=0K
g(E)
frp (E) %
¥f>() K
0 -

(a) ) (b)

o
™
1 |

— 7=0K

I'>0 K

E, E (a) % (b) = (¢)
(c)
Figure 13: Shape the (a) the Fermi-Dirac Function (b) Density of states (c) the net
number density of electrons as a function of energy

Note that the actual number density of electrorthesproduct of the density of
states and the Fermi-Dirac function. In particulae Fermi-Dirac distribution
gives the probability of occupation of a state vatiergyE, but does not tell us
whether those states exist. In the bandgap the ewuddnsity will be zero in a
semiconductor but thEeFD is still continuous ,

and non-zero.

The Fermi energykEF, may be defined as the
energy at which the probability of occupatic <
in FFD s 0.5. Another physical definition, / '/
entirely equivalent, is to defin€F , as the *
energy of the maximum allowed state at T=0.

The Fermi energyEF, is also the energy
associated with a particle, which is in therm
equilibrium with the system of interest. This
same quantity is called the electro-chemic
potential,«, in most thermodynamics texts.

Figure 14: Fermi Surface for Cu

In 3D, and again at absolute zero, #ermi
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Surface separates the unfilled orbitals from the unfilletbitals. The Fermi
surface has been calculated for many elementseXample Figure 14 show the
Fermi Surface of the metal Cu.

1.3.2 Intrinsic Semiconductors

In semiconductors thermal energy leads to the &xwit for electrons through
the bandgap from the valence band to the condutt@o. If there are no, or
very few impurities, in a material compared withe thdensity of the
electrons/holes the semiconductor is caltgdnsic. The number of holes in an
intrinsic semiconductor equals the numbers of ed@stin the conduction band.

Ed E
CONDUCTION
BAND

EC [ ®
Eg
E
v //d/;f /

VAL ENCE~
[/ BAND

(a) (b) (c) (d)

Figure 15: Intrinsic semiconductor (a) Schematic band diagram b) density of states c)
Fermi distribution function d) Carrier concentration

In Figure 15 the band diagram, density of statesvall as the Fermi-Dirac
distribution and carrier concentrations are showhematically. Note that in the
conduction band there are very few carriers (ed&sy and similarly there are
only a few vacancies (holes) in the valence band.

Remembering that the Fermi energy is defined astleegy of the state at which
the probability of occupation is %2 we would likeunderstand where titeF lies
in Figure 14.

Let us assume, and we will show this is a goodrapton, that the Fermi energy
lies approximately in the middle of the bandgap darintrinsic semiconductor.
Then the since the bandgap is much greater kfiafin Silicon bandgap more
than a factor of 10 than the thermal energy® can approximate the Fermi-
Dirac distribution by

Fop (E) Oe E5)/KT for (E-E.) >> kT

(1.35)
Fop (E) O1-e &< for (E-E.) >>kT

Thus the number of electrons in the conduction baagl be computed
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3/2 _(E-Ep) 3/2 o
n= 4/_1(1_"2%} J'El/ze kT dE = 4]7(2?2ij eEF/kTJ'yl/ze—ydy
0 0

/
- Z(zmnk-rjs ZeEF/kT
h2

Where we have used the substitutips E/kT and use the result

(1.36)

Iyl’ze‘ydy: N2 (1.37)
0
and have also taken (initially) the energy of tltdm of the conduction band to

be defined agEC=0.

In the general case where we refer to the bottomheitonduction band &C
we may write

3/2
= 2(2”:21“-) o (EER)IKT Nce—(EC—EF)/kT (1.38)
whereNC
27m kT )
Ng sz( ”:; J (1.39)

is the effective density of states in the conducband. At room temperature for
SiNc = 28x10%cm™3.

The expression for the hole denspy (hay be derived in a similar and yields

3/2
o= Z(ZIT:SKTJ o (EcEr)/kT _ Nce—(EF—EV)/kT (1.40)
Where
27mka 312
N, = nz (1.41)

Equation (1.41) is the effective density of stateshe valence band. At room
temperature for SiN,, =10 cn?’

Since n=p=n;. for an intrinsic material we may equate our easriper unit
volume in the conduction and valence bands. Thus

+
e —p < B tEe KT (N,
2 2

_E +E +3kT|n£mp]

C

(1.42)

2 4
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The intrinsic Fermi energi at room temperature is approximately half way
between the bandgap as assumed at the beginnitigsagection, (sinc&T is
much less than the bandgap).

The density of carriers is obtained by eliminatitfgfrom the above equations
np=n? (1.43)

So that
n? = N.Ne ™' (1.44)

where we have calleBg=Ec -Ey the bandgap. The intrinsic carrier density for
silicon is shown as a function of temperature guiFe 16

Since the level of carriers is so low this meard th observe intrinsic behaviour
in Si (at room temperature) we must work with vpaye samples in which the
ionized impurity level must be less than about®l@f the atomic density at room
temperature.

Note that in Eq.(1.43) there is no reference (lsigie to the Fermi Energy, nor

most importantly to the — Tee)

intrinsic  nature  of the 019 [l000 500 200 100 27 0  -50
material. In fact Eq. (1.43) is EX ] ] T [
known as the law oimass 08 |

action The only important -

assumption in its derivation i .oﬂ_\ e —
that the Fermi level is far (in i

terms of kT) from either top 106 —A—N—

of the valence or the botton  _ A

of the conduction band. ""s 0'5

It may be seen from Figure & ,ga| Si

16 that the exponential forn

is very closely followed for a 2 o)} —1—
sample of Si, and this shap 2 | |
will be followed for almost 0% - H——
all samples of pure or dope % : )

Si. L S T
One of the most importan 00} —\ Lasxigh |
implications of the mass 2 | Gufs

action law is that because tr 107 —— -
product of the hole anc -

electron densities is ¢ 108E—

constant, the addition of eve : \
a small amount of impurity 07 NN B
we can drastically control the 1o5L 1.79x 10
carriers density in the e
material. Figure 16: Intrinsic carrier density in Si

One could imagine detecting

the numbers of electrons(holes) created in thenealgonduction) band in an
intrinsic semiconductor as a potential device fetedting ionizing radiation. A

highly energetic cosmic ray will create OfL&h pairs on passing through a
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mnT of Si (as we shall see later). If we could sefgeeh pairs in a volume of
about 1mm the number of free carriers at T€Dis approx 10i.e. extra mobile
carriers would only be 1% of the thermally excitetmber. From the Figure 16
cryogenic temperatures (~-11) would be required to make the increased
number of carriers readily detectible. Alternatyvel way must be found to
“remove” the mobile carriers “masking” our signal.

1.3.3 Acceptors and Donors

If the semiconductor is doped then impurity enelepyels are introduced. For
example if an arsenic atom is introduced into #tade it may displace a silicon
atom. The arsenic has an additional valence elettrgilicon and “donates” this
to the conduction band making the silicon more (inégative) type because of
its carrier type. Similarly if a boron atom dispdgca Si atom then as it only
possesses three valence electrons then a holeasedrin the crystal. This then
makes the crystal more “p”-type (positive chargeieg). The arsenic atom is a
donor(of electrons), the boron an acceptor(of sles).

When the crystal properties are dominated by theunities it is said to have
become an extrinsic semiconductor to differentidtefrom the intrinsic
semiconductors discussed above.

E E
CB
EC ® 0 00 o
ED_ﬂ*f ﬂND
Ev——v-(g—w—;?/ \
VB
N (E)
(a) (b)

Figure 17: n-type semiconductors showing a) the band diagram b) the density of states
¢) the Fermi distribution and d) the carrier density.

In very many cases there is enough thermal energgompletely ionize the
donors or acceptors. In the case of donors thiddvaiake the electron density
approximately

n=Np (1.45)

The Fermi level under these conditions is deterchifem Eq. (1.38) and
becomes

We can see that as the numbers of donors is ireteasrds the Fermi energy
moves towards the conduction band. An exampleisfglshown in Figure 17

Similarly for (shallow) acceptors we find that
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P=N, (1.47)
and this that the Fermi Energy is given by

E. -E, = len[%] (1.48)

A

From inspection as the numbers of acceptors i®a&se the Fermi level moves
towards the valence band.

0.80
0.60 ¢
040 ¢

020 ¢

3
= 000 ¢
i,
R 020 F—
040
060
0.80 : '
LE+0¢  1E+12  1E+15  1E+18  1E+21

Doping density (an™)

Figure 18: Fermi Energy as a function of temperature and doping for n-type and p-type
Si

We may also express the electron and hole dengitiégsrms of the intrinsic
carrier concentrations using the formulae we haréved above. From Eq.(1.38)
and Eq.(1.40) we can write

n= Nce—(EC—EF)/kT = Nce—(EC—Ei)/kTe(EF—Ei)/kT = nie(EF_Ei)/kT (149)
and similarly
p=ne& 5 (1.50)

These are the Boltzmann Relations. One very impbdase to consider is when
both donor and acceptors are present at the sane fihe material must
maintain electrical neutrality thus the total numizé electrons and ionized
donors must equal the number of holes and ionizedpdors

n+N,=p+N, (1.51)

Using the mass action law this may be solved fg¢ionexample for an n type
semiconductor where the number of donors is lapan the number of
acceptors) as
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=2 ([No =N+ (N =N, )P+ 40 ) (152)

In this case if the intrinsic carrier density mag ignored, for example in an n-
type material where the electrons are the majcatyier

n,~N,-N, (1.53)
And similarly for a p-type material where the hodee a majority carrier
P, ~ N, —Np (1.54)

The Fermi-Energy for both p and n-type Silicon atulaction of doping and
temperature is shown.

In a later chapter we shall see how by the intrtdncof impurities into a
semiconductor enables us to create a depletionmepe. one depleted of mobile
carriers, which is thus capable of acting as aataxh sensing detector.

Transitions between an electron in the valence Bandonduction band in
semiconductors can be typified by a change or westev or not. If the
wavevector does not change direction this is knewra direct transition and
corresponds to the transition taking place withanyt resultant change of energy
in the lattice. In this kind of transition the atamsimply ionized. For indirect
transitions for the transition to take place enengyst be exchanged with the
lattice.

~—— Conduction Conduction—"
band edge band edge

_—Valence band edge Valence band edge —~—

Q

(a) (b)
Figure 19: General schematic for direct and indirect transitions

Figure 20 Shows the band diagrams for Si and GaAs. By ingpe&i will be
dominated by indirect transitions as is thus knasran indirect semiconductor
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Figure 20: Band diagram for Si and GaAs
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Calculate the fraction of “free” space in a bctid¢at given the atom at the
centre touches the atoms at the corners of thedlat

Calculate the fraction of “free” space in a silidetrahedral (diamond lattice)
if the interatomic spacing is twice the nominal atewit radius of Si1.17A.
The nominal ionic radius of free silicon is 0.38%omment on the fraction of
free space in a tetrahedral silicon if the atonthécrystal were the same
size as the free crystals.

The periodic potential in a one dimensional latbéspacing a can be
approximated by a box-shaped wavefunction whichehaslue at each atom
of -V. and width a/10 and which is zero elsewhé&simate the width of the
bandgap in the electron energy spectrum.



CARRIER PROPERTIES

The properties of carriers within a semiconductor are discussed. Fundamental
properties if the materials, for example, resistivity are discussed in terms of the carrier
properties. Finally the continuity equation, which governs the motions of the carriers,
is developed

2.1 Transport Phenomena

ur purpose in studying the properties of semicotaigds to learn how
they may be used to build useful detectors forisgnsadiation. In the

last chapter we touched on the possibility of usingmall volume of an
intrinsic semiconductor to detect the creation leton-hole pairs. In order to
progress further it is necessary to understand f®perties of the mobile
carriers, electrons and holes within the semicotuaiac

One of the classic problems that is set for undehgate students is to calculate
the kinetic energy of electrons within a materahd from that expression to
derive an expectation value for the average thewnakcity for the electrons.
This is simply done recalling that each degree ofiomal freedom possesses, on
average, rise to ¥r of energy thus

%m thermal :ng (21)
At room temperature the student is often surprisedind that the average
thermal velocity is approximately i@m/s for Si. This type of motion is random
and is rapidly reversed as the particle hits marattering centres per second,
typically the time between interactions,being as small as a ps.

This random motion is to be compared with thetdrlocity of the electron.
When a small electric field is applied to the matea free electron gains
momentum in time proportional the time the forcapplied.



myv, =-€r, (2.2)
Thus the drift velocity is simply proportional teet applied electric field
v, =-Ve g (2.3)
m,

2.1.1 Mobility
The mobility of the electrop,, is simply the proportionality constant in Eq.3R2.
so that the for the electron

:un Eqr(:/rnn (24)
The mobility of the holes may be similarly definesing
v, =1, € (2.5)
10° - -
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Figure 21: Mobility for electrons in Si as a function of temperature. For (1) High purity Si
(Nd< 10-12 cm-3); time-of-flight technique (2) High purity Si (Nd< 4-10-13 cm-3): photo-
Hall effect (3) Nd= 1.75-1016 cm-3; Na = 1.48-1015 cm-3; Hall effect(4) Nd= 1.3-1017
cm-3; Na = 2.2-:1015 cm-3; Hall effect. The straight line on the plot give has slope T-3/

The mobility of a carrier is a direct function dfet amount of scattering (i.e. of
the mean free time between collisions) that tak&sepin the material. The more
scattering that takes place the lower the mobilkg expect. Thus the
introduction of impurities into the crystal shouleduce the mobility. Moreover
as the lattice vibration increases with temperatvge=xpect the cross-section for
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scattering to increase and thus the mobility torekse with temperature.
However impurity interactions have a completelyeténtT dependence.

The scattering between the carrier and the ioningourity depends on the
interaction time and the number of impurities. leangpurity concentrations will
result in a lower mobility. The more careful stugfyinteraction time explains the
temperature dependence of
impurity scattering

P The interaction time is directly
N\ v linked to the relative velocity of the
\/ carrier and the impurity. This
3/2,/ A -3/2 thermal velocity increases with the
(T) N\ (T) .
ambient temperature so that the
interaction time decreases. Thereby
the amount of scattering decreases,
resulting in a mobility increase
(MPURITY LATTICE with temperature. To first order, the

mobility due to impurity scattering
SCATTERING SCATTERING| proportional tol *#N,, whereN,

Figure 22: Transition between impurity and is the d_ensity of charget_zl_impurities.
lattice/phonon scattering For ionized impurities the
scattering mechanism is similar to

LOG Hn

Rutherford scattering.

This is to be compared with the scattering byidattivaves which includes the
absorption or emission of either acoustical oragdgphonons. Since the density
of phonons in a solid increases with temperatume stattering time due to this
mechanism will decrease with temperature as wil thobility. Theoretical
calculations reveal that the mobility in non-pad@miconductors, such as silicon
and germanium, is dominated by acoustic phonorraot®n. The resulting
mobility is expected to be proportional T6*?, while the mobility due to optical

phonon scattering only is expected to be propaatiemT 2

The mobility may be observed experimentally anceribat at low temperature
for heavily doped materials that it deviates frdva simpleT>?power law. This
is because at low temperatures the impurity séagiefominates. The transition
may be seen clearly in Figure 21. The form of thendition is shown
schematically in Figure 22.

Optical mode

f"\/,_ﬂ

Figure 23: Optical and acoustic modes for phonons in a lattice.
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Figure 24: Mobility electrons and holes as a function of donor and acceptor density. Note
the electron mobility is higher than that of the holes for equivalent doping.

The probability of a collision taking place depermuasthe reciprocal of the mean
free time between collisions i.e.

1, 1 (2.6)
Z—t: Z—phonon Timpurity

Or equivalently
1__1 , 1 2.7)

/J :uphonon :uimpurity

For a fixed temperature the mobility of both eleas and holes may be studied
in more detail as a function of doping. The mobpilieaches a maximum when
the lattice is very pure and the scattering isrelytidominated by phonon

interactions. At high impurity levels the mobilitgaches a minimum value, or
saturates.

2.1.2 Resistivity

When an electron moves in the presence of an eldfiid, £ the electron
experiences a force that is proportional to thengjth of the electric field. The
force is equal to the negative gradient of the mieenergyEi. In 1D

_qe=-95 (2.8)
dx
With the electric field there is defined a potentiaich has the property
g--Y (2.9)
dx

In this scheme the electrostatic potential andptbtential energy of the electron
are simply related by

Y=- (2.10)
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The resistivity of semiconductors may be very symelated to the mobility of
the carriers. For electrons the current dengityflowing in the crystal can be
found by multiplying the electron density in timaterial by the drift velocity

J. =-qgnv, =qnu & (2.11)
Where £ is the local electric field. Similarly for holes
J, =-qpv, =qpu,€ (2.12)
If both holes and electrons are present
J=J,+J3, =(anu, +apu,)¢ (2.13)
The conductivity is
o = (anu, + qpu,) (2.14)
where the resistivity is the reciprocal of the coctility i.e.
Pt (2.15)
ang, +api,

For extrinsic semiconductors it is usual that ther@ much higher density of the
majority carrier i.ep =1/qnu, for n-type Siando =1/qpu, for p-type.

Resistivity (Q ¢m)

10” 10® 10" 10" 10" 10" 410" 10" 10* 10
Concentration A (cm™)

Figure 25; Resistivity of Si for various Doping concentrations

2.1.3 Hall Effect

The Hall effect is used to measure the carrier eommation directly in a
semiconductor. The basic setup is shown below.

35



z
l4_>x

1 y

‘

+0
_\;H | S . 4
\i« &’"/:Vx if,y

, AREA A

-

M
v
Figure 26:Schematic of setup used to demonstrate the Hall Effect
For a hole moving to the right (x-direction) theréntz force
F=qvxB

tends to accelerate the carrier upwards if the miagfield is oriented along the
+'ve z direction. As current cannot flow out of themple in the y direction holes
will accumulate in the y direction and eventually electric field will be
established which precisely balances out the Larfemte

qé, =qv,B, (2.16)
By measuring thédall voltage across the detector in the y-direction, where the
thickness is W, we can calculate the field

E, =V, /W_

Substituting for the drift velocity in terms of tarrent density in the x-direction
we obtain

1
g, :(@j‘]sz =R,;J,B, (2.17)
Where the Hall coefficient
R, =1/gp (2.18)
For an n-type semiconductor
R, =-1/gn (2.19)

If we know the current drawn and the magnetic fislcan extract
1 _J,B, (/AB, IBW
aR, a€, qV, /W) qV,A

where all the terms may be measured. This enalde® evaluate the carrier
density (and type) for a particular sample of semdtictor.

p= (2.20)

All our calculations to this point have been basedthe movement of charges
under the influence of electric (or magnetic) feeld here is another process that
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gives rise to the movement of carriers, and thdaiffasion. In diffusion carriers
tend to move from a region of high carrier concatitn towards a region of low
carrier concentration. Any currents due to thisriearmovement are known as

v
x

n(x) n(x+l)

diffusion currents.

Figure 27 One dimension example the diffusion of carriers. The number N flows from
region of higher density to lower. For electrons the current is on the opposite direction

The diffusion arises from the stochastic motion aafrriers (at the same
temperature) between to adjacent, but differentdpedl samples. If both slices
are of thickness | ,which is small and approximaggjual to the mean free path,
and the doping concentration is varying smoothly ahen if on average (due to
thermal excitations) the velocity in the +x directifor the n(x) sample i&" (an
equal number are leaving to the left) then the lmemiN (related to the charge
current Jn)crossing the unit plane (to the riglet)Aeen the two samples per time
intervaldt=1/ v,

Must be given by

N = ‘](;n = (N1 = n(x+DINVE /1~ =dn/ dxlv (2.21)

Another way of writing this equation is
J, =qD,dn/dx (2.22)

WhereD, is the diffusion coefficient. This is a one dimemsexample of Fick’s
law . In 3D we may write which state that

J,=9qD,0n (2.23)
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2.2.1 Einstein Relation

It is sometimes convenient to express the diffusiogfficient in terms of the
mobility of the of the carriers. We note that fr&mg. (2.21) that

Dy = Vil (2.24)

.Now from equipartition of energy we know that
Lo (e =12k

2 (2.25)

Thus using our expression for the mean free patérms of its mobility we find
that

Xy X KT M, KT
Dn = Vthvthrc = _rnn— =—MH,

m, 9 q (2.26)
Which is known as the Einstein relation. This redadiffusivity and mobility.

2.2.2 Current Density Relation
When an electric field is present in addition tdeasity gradient we can write

Jn = Q/Jnn‘g"'an@
dx (2.27)
dp
P dx
Note that the expression for the hole current ¢osta negative sign as for a
positive hole gradient, holes flow min the —x direc.

Jp =qupp€-agD

A very important property of a semiconductor iskhehaviour when exposed to
lonizing radiation which, in general, gives rise a@tectron hole pairs, or the
generation of carriers. Other phenomena such asdhsfer of energy from the
lattice to create an electron-hole pair is alsoommon source of carrier
generation. The recombination of carriers, in whiekectron-holes pairs
“annihilate” is a separate but equally importanepdimenon. The recombination
may take several forms. The energy that is releadezh the electron-hole pair
recombine may manifest itself either as a photoanergy transferred directly to
the lattice (as heat). When the photon is emittesl process is a radiative
recombination.

A further distinction is drawn between the reconabion phenomena in direct
and indirect semiconductors (see section 1.3).ditect semiconductors direct
recombination dominates whereas in indirect sendigotors (e.g. Si) indirect
recombination dominates.

2.3.1 Direct Recombination

In direct semiconductors the recombination processrelatively easy to
understand. An electron makes a transition fronctreuction band down to the
valence band annihilating a hole state. It will fedatively easy for them to
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INTRODUCTION TO SEMICONDUCTORS

annihilate as there is not need to invoke an icteEm with the crystal lattice in
order to conserve energy and momentum.

2.3.2 Indirect Recombination.

In indirect the recombination the situation is $ahsally more complicated. The
direct recombination process is heavily suppressed to the difficulty of
simultaneously transferring the appropriate amairgnergy and momentum to
the crystal to conserve these quantities. The dambimecombination process has
then to proceed via a localized energy state, dftehe bandgap. These states
are called recombination centres or traps.

The prediction of the behaviour of these recomimmatentres is unfortunately
quite messy, but as it has an vital bearing onmdd&tion properties of Si sensors
we are obligated to make an attempt to describeutiderlying processes.
Following Sze’s prescription we note that ther faur basic processes that can
take place from the intermediate states to the wcti@h and valence bands.
Capture and emission of holes and capture and iemis§electrons. (see Figure
28)

BEFORE

AFTER

iR

ELECTRON|ELECTRON| HOLE HOLE
CAPTURE |EMISSION| CAPTURE | EMISSION

(a) (b) (C) (d)
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Figure 28: Four processes involved in recombination in an indirect semiconductor. The
recombination centre has a single energy level.

Let us assume that the electron capture centre hadensity ofN; in the
semiconductor. Let us further assume that the captentres may only be
occupied by one electron at a time. We know thenk&irac distributionFgp

so the rate of capturB, must be proportional to the number of unoccupied
centres (1Frp)

R, OnN,(1-F.) (2.28)

We allow the constant of proportionality to be es@nted by a capture cross-
section times the thermal velocity

& = VthannNt (1_ FFD) (2-29)

The emission probability of electrons of the elent for the capture centres will
be proportional to the number of occupied statesinAthermal equilibrium the
number of captured electrons must equal the nurmbemitted electrons this
gives

e, =V,0,ne& =K (2.30)

Where we have used Eq. (1.49). Exactly the sameepsomay be followed for
hole capture and emission yielding

R. =V4,0, PN Frp (2.31)

and
R, =e,N,(1-Fy) (2.32)

The equilibrium conditions yield
e, =V,o,nem R (2.33)

The capture cross-sections, energy levels andatheeatrations levels may all be
measured experimentally. Note in the equilibriureecaith no external injection
of charge R=R, and R=Ry . If extra charge is being generated, through a
mechanism such as illumination, a number of elestrand holes will be
generated per secodl.

Under these conditions as the numbers of electrnbs holes will still be
constant but now

G, - - =0
. ~(R.-R) (2.34)
G -(R-Ry)=0
We can this eliminate our need to know b&thand in fact eliminat€FD
yielding a net recombination ratéas
U=R-R =
V0,0, N, (pn- n®) (2.35)

o,[p+n expE —E,)/KT]+0,[n+n, exp(, - E)/KT]
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Note that under these conditions the produtimay be > 1T as the our mass
action law does not account for the injection adrges into the material.

In a simple case where we have strongly n-type mahtdenn> p. Also if we

assume that the system is such that the centreslase to the centre of the

bandgap then (for strong doping)
n>> n.e(Et_Ei)/kT

Under these conditions we see that if the mateésiath a low charge injection

mode (~ng whereno is the thermal equilibrium condition

U ~VtthNt(p_ni2/n) :VtthNt(p_ po) (236)

This tells us the recombination rate is dominatgthle minority (holes) carriers
and the typical lifetime is given by

1

(2.37)
VO, N,

Tp:

Thus we get faster recombination in a hotter systeath “larger” trapping
cross-section and more recombination centres.

A similar expression is obtained in a p-type semdtector. Note that in n-type
silicon 7,=0.3us and in p-type Si 1. Thus the recombination lifetime echoes
the higher mobility of the electrons.

If the cross-section for electron and hole captare the same more general
forms for the recombination rate may be calcula(de Sze).

—h\2
U =v, 0N, (pn—n) — (2.38)
p+n+2n coshtki_ri

Under these conditions the recombination lifetimeri-type Si is given by

[ 2n ] {Et -E, j
1+ L |cos !
B n, + P, KT

=
V,;,ON,

(2.39)
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Figure 29: Recombination and generation lifetime versus the energy level of the centres

In a reverse biased diode carriers are generatedm frthe
generation/recombination centres. Under the camdithatp<ni andn<ni we
find the generation lifetime in n-type Si has tha

Zcosv{ & ktrEi j
r o= (2.40)

g
V,;,ON,

Comparison of the generation and recombinatiortiriies shows that (Figure
29) the generation may be much slower than themmbgwtion especially IEt
is far away fronEi.

For most of our applications for sensor design @beve argument will be
especially important when we consider impuritiesthes added during
production time, or induced during irradiation. Example “poisoning” a silicon
sensor with gold can reduce the minority carriétiine by many orders of
magnitude from about 1.8 to 0.1ns.

Irradiation, to which we will return in Part 3 dfigse notes, has the effect of
introducing mid-bandgap energy levels through dasrtaghe lattice. These will
become recombination and generation centres. Metelectron irradiation does
have a different effect to neutron irradiation. Meun irradiation creates acceptor
levels very close to the effective Fermi level, vdas electrons create energy
bands just above the valence band.

The movement of charge within a semiconductor iegeed by the continuity

equation. As charge must be conserved the amouohafe flowing into an

infinitesimal box must equal the amount flowing @otrected by the amount of
combination and generation taking place.

In 1D the derivation of the continuity equatiorrédatively simple.
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Figure 30: Diagram showing the 1D flow of current in an infinitesimal slice of
semiconductor with both generation and recombination taking place.

If the amount of charge flowing in (out) throughanea A per unit time is given
by J then we have an infinitesimal slice containinglectrons
+
Jn(x)A+ J, (X dX)A+(Gn _ Rn)AdxzﬁAdx
-q -q ot (2.41)

whereG,R are the generation and recombination densitiesnaisdthe number
density if the carriers

on _10J
—=——"4+(G, - 2.42
ot q ox (G, -R) (2.42)
where there is also an equivalent expression ftashgiven by
on _10J
—=——"4+(G, - 2.43
ot q ox (G, -R) (2.43)
These are the continuity equations in 1D. In 3®dbntinuity equations are:
X=103,+(,-R)
; 2 (2.44)
a—f:amp +(G, -R,)
In 1D substituting fod from Eq. (2.27) we find
on o0& on 92n (np =Npo)
P _ p p p_''p
——=n 4+ u.£ +D +G6, ——M—
ot PHn G T HnC Tox " ax2 : T
) (2.45)
opn 0& opn 0°Pn (Pn ~ Pno)
0 == i 8— +D +G, —~— 77
ot Pnflp ox Hp ox x> P Tp
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2.5.1 Velocity Saturation

One of the most important high electric field efsen a semiconductor is the
relationship between the mobility and the field. the field is increased from
low values the mobility (velocity) increase lingarHowever as the carrier
energy increases beyond the optical phonon enéegprobability of the carrier
emitting an optical phonon increases dramaticdllyis mechanism causes the
carrier velocity to saturate with increasing eliectreld. For carriers in silicon
and other materials which do not contain accessilgber bands, the velocity
versus field relation can be described by:

(2.46)

The maximum obtainable velocitysat is referred to as the saturation velocity.

-
(=]
4

Drift velocity V_(cm s7)
3

100

6K
45
110
200
1 1 300 1 430 1
10° 10 10 10° 1

Field F (V cm™)

05

Figure 31 Drift velocity of electrons in Si for different temperatures as a function of

applied field.
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Figure 32:Drift velocity of holes in Si for different temperatures as a function of applied
field.
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Figure 33: Optical phonon interaction as a function of energy. Note the sharp turn on of
the scattering cross section.

2.5.2 Avalanche Mode

If the electric field is sufficiently high then trearriers (electrons or holes) will
have enough energy to create additional electrdeairs. For example a highly
energetic electron in n-type Si in the conductiamd may have enough energy
to interact with an electron in the valence barehting another conduction band
electron and a hole in the valence band. The nemopaarriers will themselves
begin to accelerate in the applied field. If theldiis high enough then this pair
will themselves create other electron-holes paiggéring an “avalanche”. The
number of electron-holes pairs generated by antrelecper unit distance
travelled is called théonization ratefor the electrong, The same definition
holds for holes. Avalanches are typified by valwdsx of order 18/cm or
greater.

45



5x10°

IONIZATION RATE (cm-1)

10°

103

CARRIER PROPERTIES

£ (10° v/cm)

T T TTTT]

T

T

TTTTTT]

T

T TTTTTT T

— Si

---- GAaAs

Ll

|

|

Lt

|

1

Lt

1

1 2 3

4 5 6

1/ (10"€ cm/v)

Figure 34: lonization rate versus applied field

2.6 Summary of Properties of Si

Below we include a table of some the most impornaaperties of Si.

46

Atoms/cm
Atomic Weight
Breakdown field (V/cm)
Crystal structure
density (g/cm)
Dielectric Constant

N, (cm®)

5.0x10%
28.09
~3x10°
Diamond
2.328
11.9
2.8x10"



N, (cm®) 1.04x10"
Effective Mass, m*/m0
Electrons
m 0.98
my 0.19
Holes
mé, 0.16
Electron affinity, x(V) 4.05
Energy gap (eV) at 300K 1.12
Intrinsic carrier conc. (cff) 1.45¢10%
Intrinsic Debye Lengthpm) 24
Intrinsic resistivity (-cm) 2.3x10°
Lattice constant (A) 5.43095
Linear coefficient of thermal 6
expansion, L/LT(C) 2,610
Melting point (C) 1415
Minority carrier lifetime (s) 2.5x10°
Mobility (drift) (cm%V) 1500
450
Optical-phonon energy (eV) 0.063

Phonon mean free path (A)

76(electron)

55(hole)
Specific heat (J/g C) 0.7
Thermal conductivity (W/cmC) 1.5
Thermal diffusivity (cr/s) 0.9
1 at 1650C

Vapour pressure (Pa) 1516 a1 900 C

Table 3:Summary of the Properties of Si

Jacoboni and Reggiani, Rev Mod. Phys, VoI55, N@831
http://www.ioffe.rssi.ru/SVA/NSM/Semicond/Si/elethtml

C. Kittel, Introduction to Solid State Physics, RbuEdition, John Wiley and
Sons

S.M.Sze, Semiconductor Devices, John Wiley and Sons

5 Principles of Semiconductor Devices, B.v. Zeghbkoéttp://ece-
www.colorado.edu/~bart/book/book/contents.htm
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Find the room temperature resistivity of n-typé&sih doped with 1015
phosphorous atoms/cm3

Fin the electron and hole concentration, mobilitg aesistivity of Si at 300K
when doped with 1016 Boron atoms/cm3.



P-N JUNCTION

‘The most important semiconductor devices in particle physics over the last two decades
have been based on the reversed biased p-n junction. A simple model of the behavionr
of the p-n _junction is provided. The creation of a depletion region, which forms the
basis of many particle physics devices, is discussed For completeness a description of
bipolar transistor action is given. The presentation closely follows that in Sze.

3.1 Thermal Equilibrium

he basis of thep-n is the joining of two pieces of doped Si, one
predominantly p-type and the other n-type. Theecaavariety of different

doping schemes and approximation. Below its israssuthat the system
under consideration S
composed of uniformly doped %4
p-type andn-type materials. p-type <——=> n-type
In most cases a voltage will i
applied to thep-n junction. A
forward biased junction is one
where a +'ve potential is
applied to the *“anode” pf pEN
side) compared with the -
“cathode” fi-side). In this :
configuration the most ? p n n
obvious and important feature + v
of the junction is manifest. ¢
Forward biased a large current
may be passed, reverse biased
very little current is passed. | _ _ o
is this rectifying feature of the Figure 35: Schematic of p-n junction
junction that makes it sc

anode cathode




useful.

It is instructive to imagine that the two typesseimiconductor can be brought
together without an external voltage being appliBdfore joining the Fermi
levels of each of the samples remains the samkaamiiact is made. On contact
note that the density of free electrons is highethe n-type side and the density
of holes higher on the p-type side, Figure 36b.

£ g
gr qx gx
E, ey ] =
________ —— ==
p-type n-type Egn p-type ' n-type i
_____ - ot [ E
fiad Er EE-P :
Fp o e g —pew - I
" I o o [T — ¥
& _/'// //// A X
{a) (h)

Figure 36: The p-n junction before being joined (a) and before reaching thermal
equilibrium (b).

Of course on “contact” at the metallurgical junctineither the n-type nor p-type
sides are in thermal equilibrium as electrons diffuse to the p-type side and
holes to the n-type side.

Drift

_ptype Diffusion 9%
\.. . EC
__________________ E,
n-type
EV
X
] I | R
-X, 0 X,

Figure 37: p-n junction in thermal equilibrium without h external applied voltage. The
positive Energy axis corresponds to increasing electron energy.

As the electrons diffuse towards tpeside and holes diffuse theside they
leave behind ionized donors or acceptors. Onrtisele a region of deptk,
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develops which is depleted of electrons. On ph&ide a region of deptl,
develops which is depleted of holes.

As the electrons drift towards theside leaving behind a positive net charge
electrons will be attracted from the p-side towatdsn-side i.e. a field is set up
so the drift of electrons is towards the n-sides Tibles on the-side also diffuse
S0 as to set up a field that causes drift of hwlesrds thep-side.

The movement continues until the material reachéseamal equilibrium. In
thermal equilibrium the Fermi Energy is uniform kit the material. Under this
condition an internal potentialiis set up as shown in Figure 37. The potepiial
is sometimes called the built in potential, ancelégal V.

The equalizing of the Fermi energy is easy to @eriu thermal equilibrium the
drift current (of electrons or holes) must equal tliffusion current (of electrons
or holes). For holes

3, = 3 (drift) + 3  (diffusion) = qup, pE - gD dp

P dx
A
=qu pld_E'—leu %: (3 )
PPq dx P dx
Using the expression for the concentration of h@es (1.50))
pznie(Ei—EF)/kT (3.2)
We note
do_m ye-E)kT 96 _dEe,_ p & dEp
dx KT dx dx KT ~ dx dx (3.3)
Thus
1 dE d
p = q'up p__E|— k ’up_p:
g dx dx (3.4)
1dE p dE dEr '
—— - KkTUp—(—F-—")=0
q,uppq dx Hp kT( dx dx)
As the first two terms cancel each other this mehats
dEg
J. = ——T =0 3.5
p = HpP— (3.9)
Exactly the same derivation holes for the holediteato
dEg
J. = n—= 3.6
n = Hn dx (3.6)

This in thermal equilibrium (for both holes and atten) the Fermi energy is
equalized. See again Figure 37.

To extract the built in potential it is necessarysblve Poisson’s equation in the
material. Poisson’s equation relates the poteriigddl to the charge density
within the material. In 1D assuming all acceptord donors are ionized:
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—f:‘ﬂ(ND‘NApr‘n) (3.7)
dx €

In the region far away from the metallurgical juoatit is reasonable to assume
that the potential is not changing i.e. the syshairetained electrical neutrality.
2
d¢ _ _ay. _ A
~-==—(Np =Np+p-n)=0 (3:8)
dx 3

Considering the-type volume, iND=0 andp>>n thenNA=p. Thus again using
Eq. (1.50)
N, =nef &)/ (3.9)

So

E-E = len% (3.10)

From EqQ.(2.10) we deduce that well away from tregaiturgical junction in the
p-type neutral region

1 KT, Na

Yp=-=(E -Ep)=- (3.11)
g q N
And likewise in then-type neutral region
1 kT. Np
=—(E -Eg)=—In— 3.12
on = (B -Ep)=" (3.12)
Thus subtracting the two potentials, the built atgmtial becomes
KT, NaN
@ =Vp =—1n A2 D (3.13)
q n;

Note the p-side has a higher electron energy thexehe built in potential is
+'ve towards the n-side. For typical Si devices gt in potential is of order
0.6V.

In the region close to the metallurgical junctibe tioles and electrons which are
normally present have been neutralized by the sldfu of the opposite sign
carriers. This depletion region is of extreme iagtrfor those building particle
physics sensors. In between the neutral region taaddepletion region are
narrow transition zones which, for the moment, hellsgnore.

For a known doping profile Poisson’s equation maysblved. The simplest, and
most important example is where it may be assunheddoping profile is
constant for botlm andp-type materials up to the metallurgical junctiorxa0.

3.2.1 Abrupt Junction
In this region

52



d’y _ g
d7__E(ND _NA) (3.14)

as bothp andn are neutralized. In thetype region if the depletion width is
betweerx = xpand O:

d’y _q
—Z =2(N,) for-x, <x<0 3.15
and in then-type region betweex=0 andx=xn
2
d—wz—ﬂ(ND) for0< x< xp, (3.16)
dx? 3

The charge density in these two regions is domihbjethat of the fully ionized
donors (+'ve charge) and the fully ionized accepieve charge).

Rigféixp No %////%7/////% " Re;igarlm

0

An,

<«—— Depletion Zone ——»

&

Figure 38: Diagram of the volume round a 1D metallurgical junction showing the
distribution of charges and the electric field.

Note also that as the material must retain itsaletectrical neutrality thus:

The total depletion region is assumed to have ahwid
W = Xxp + Xp (3.18)

Thus we obtain the electric fields in both the=gion anch region

Na (X +
(‘E‘(x):—M for-xp < x<0 (3.19)

and
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E(X) = M for 0= x < x, (3.20)

The maximum field that is attainefl,, is given by

E = qNDXn - qNAXp

3.21
m p p (3.21)
These equations may be integrated to yield thé potantial
N aAX3 2
qq :Vbi = 9 A”p + qNDXn :lng (322)

2¢& 2¢€ 2

This equation may be solved for W whilst elimingtixp and xn explicitly by
noting

.NaXp = NpXp

o)
2
¢ 0 (3.23)
-9 NAND+N,2A NG
2¢ N, P
i.e.
2& ND
Xnpl = [— Vb' (3.24)
‘ p‘ \/q NA(Np +Np)
and
28 NA
= |— Vi 3.25
Pl \/q Np(Np +Na) ol (3.25)
o)
W = E(M)Vbi (3.26)
g\ NaNp

If the material is strongly doped on one side @g§n (Na>>Np) then the
depletion then the depletion layer on faside is very narrow
2V

w~ 2V (3.27)
dNp

In this case the width of the depletion zone depamdthe lighter doping of the
“bulk”. Note also the dependence on the depletigptiad on the square root of the
internal potential.
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Figure 39: Diagram showing the effect of reverse and forward biasing a pn
junction

A positive potential (forward biasVf) applied to the anode (the p-side in this
case) reduces the electrostatic potential acressttallurgical junction and we
can repeat the same analysis replaciigby Vui-Vi. For the heavily doped
example just discussedNb or Na (the bulk doping) is denoted bl then

W = /M (3.28)
aNp

Which is one of the most important equations fod&ector construction.

For a reverse biased junction where the appliethge|Vyias, is much greater
thanVy; we obtain
W = % (3.29)
aNg

The capacitance of any system is defined by the@se (or decreasd}) due to
a small change in an applied voltag¥, For thep-n junction if we increase the
charge on either side of the depletion zone therkmesv that the electric field
depends on the total charge through Equations &ui® (3.20) as

d€ =dQ/¢
The approximate change in the voltage is thus
dVv ~WdQ/ ¢ (3.30)
l.e. the capacitance per unit are is given by
c=dQ__dQ _ (3.31)
dv.  WdQ/¢

This is identical to the formula for the capacitamf parallel plate separated by
a distanca/\.
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For a reverse biased diode we then obtain

c2- Ng (3.32)
2Vbias

In a practice the 1Aof a diode (as measured with a capacitance bridge o
meter) may be measured as a function of the applididge. This should be
linear until W exceeds the thickness of the dioti¢ha full depletion voltage.
The slope of the linear region may be used to ty@tfer Ng.

0.6
0.5 f
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o o o ©
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Reverse Bias [V]

Figure 40: Capacitance versus voltage for an ATLAS (strip) diode. This device is
depleted at about 50-60V.

The rectifying behaviour of the-n junction which is evident from studying
simple p-n devices has a relatively simple source. Assumirad the junction
may be approximated by:

* A system in which outside of the depletion zonertiaerial is neutral

* The depletion zone has sharp boundaries i.e. Hmesition regions are
very small

* The majority carrier density is much larger thae tminority carrier
currents

* No recombination nor generation is taking placéhsdepleted zone i.e.
all the currents are due to diffusion

* The electron and holes currents are uniform througtepletion zone
It is possible to calculate the current through phe junction as a function of
applied voltage. Here we follow the derivation laeSery closely.

3.4.1 ldeal Characteristics

Under the ideal conditions mentioned above we thice the following
nomenclature

* nnOis the equilibrium distribution of electrons ireth-side
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* npOis the equilibrium distribution of holes in the ides
* pnOis the equilibrium distribution of holes in theside
* ppOis the equilibrium distribution of holes in theside
In terms of these variables the built in poteritgl (3.13) becomes:

n n
:k_Tn ppO no :k_T|n_n0

Vpi (3.33)
! q ni2 q r]pO
where we have used the mass action law. From thisbtain
Nno = npoeqvbu Ikt (3.34)
and similarly
Ppo = pnoeqvbu KT (3.35)

In the case we apply a forward bMshe potential difference is reduced, when a
reverse bias is applied the potential differencencseased. We write for the
general case

N, = npeQ(Vbi ~V)/kT (3.36)

where we have replaced the equilibrium densitigh won-equilibrium values. If
there is little current then the minority carrieendity is much smaller than the
majority carrier density thus,~n,,. Thus

npeQ(Vbi “V)IKT - npoqubi IkT (3.37)
l.e atx=-xp
Np = npoqu/kT (3.38)
Similarly we get ak=xn
P = pnoe?” T (3.39)

at the n-side boundary of the junction. These ihistions are shown in Figure
41. As no current is being generated within theletem zone, this is the ideal
approximation, all currents must come from the reuegions. Using Eq. (2.45)
we obtain for the density of holes in the n-side

2 -
d gn _ pn pnO =0 (340)
dx Dpr

This can be solved assuming that as we get vergway from the metallurgical
junction that p, = pnpas

Pn~ Pno = pnO( &v/ kT‘l) &)L (3.41)
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Figure 41: Energy bands and carrier distribution in ideal p-n junction for a) forward
biased and b) reverse biased case.

Where
Lp = /Dprp
is the diffusion length of holes in timeregion. Similarly

Np =Ny = N[ €V KT =1} &%)/, (3.42)
p"'p0 = T'p0

In the neutrap-region. From these equations we can calculateuhents akn
and-xp

D
dp, _4d ppno(egv/kT_l)

Pax x=x Ly

dﬁ — qDﬂnpo((:’gV/kT_l)

dx x=-x L,

Thus the total diffusion current through the juant{and the device) is
J= Js(qu/kT_l)

ADp Pro , ACn g0 (3.44)
L L,

Jp(xn) =-qb
(3.43)
Jn(=xp) = aby

Jg =

p

This gives rise to the classic diode (rectifyindhdpéour) of the p-n junction as
shown in Figure 42. Typically one of terms in th#usion current equation will
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dominate. However note that the current on thedp-siis controlled by the
electron densityn(p0 and the current on the n-side is controlledhgyholes i.e.
the control is by theninority carriers on either side of the junction.

NYAR
5»_
-
B FORWARD
\ R I\ i | | 1 1
-5 0 5 qV/kT
.‘___._4__.1
T\—REVERSE

Figure 42: Current in an ideal diode as a function of bias

3.4.2 Temperature effects

For Si based devices the ideal diode equation saltst of accurately describing
reality. This is due to the fact that in (for exde)pap'n Si semiconductor the
diffusion current which is approximately given by

J= Js(qu/kT_l)

ADp Pro _ d40nNgo (3.45)
L L,

Jg =
p

may not be very much greater then the rate of géioer inside the depletion
zone (width W)

I ~ anw
G
Ty (3.46)
In general for the reverse bias (which we are nmbstested in)
Jaiff _ Nlp 7g
‘]G NDW Tp

(3.47)

The term varying the fastest with temperature iand at very low temperatures
it may be possible, as the diffusion freezes it tlie current to be dominated
by the generated carriers
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If a large reverse voltage is applied to the juctihen, as the magnitude of
voltage is increased, the junction will eventudiseakdown. There are two
mechanisms, tunnelling and avalanche breakdown.

3.5.1 Tunnelling

In tunnelling a valence electron may make the juimghe conduction band
through the bandgap. This is similar to the cladsgmiantum mechanical effect
of a particle tunnelling through a potential barri€ypically the fields required
for tunnelling to occur in @-n junction are enormous — over ‘Y0m. At the
these fields the electrons (or holes) will pick ap energy many times the
bandgap between collisions. This process was suggested by Zener. For a
normal diode, such as one can find in the lab, tinenelling process is
accompanied by a break down at a voltage of order 5

3.5.2 Avalanche

If sufficient energy is put into the electron theémrmay have enough energy to
break lattice bonds and create an electron hote Phis electron hole pair may,
instead of recombining with the ionized atom, beederated and in turn create
further electron hole pairs. This process is tredanche breakdown.

This process is very similar to that in a gaseowadenal. If the “gain”, the
number of electron-holes pairs created per unigtlenis sufficiently high the
avalanche process will proceed and amplify theimaigelectron. The avalanche
process dominates in diodes that have a breakdolage of more than about
~7V.

Although it is possible to calculate the form ohbegiour for both processes it is
not particularly instructive. However what is imgamnt is to see the level of the
doping and the field necessary to produce breakdowreverse biased Si (see
Figure 43) ),

20
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Figure 43: breakdown voltage for Si and GaAs as a function of the background doping.
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For diodes with different radii of curvature of timplant (many of these are
used in particle physics applications) a typicateakdown voltage diagram
versus background doping is shown below.
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Figure 44: Breakdown voltage versus impurity and geometry

The pn junction can be used to build one of the transiogrtechnological
devices of the last century. The transistor. Fopgtrated in 1940’s at Bell Labs,
the first transistor was made of germanium withahebntacts. The transistors
discussed below are composed of two back to paadkiodes in ampn or pnp
configuration. There are many closely related desjidor example the Thyristor,
which will not be described here. The reader i®namended to consult Sze for
more details on this and similar devices.
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p-n JUNCTION

By gl

Figure 45: The first transistor (Bell Labs)

A simple one dimensional view of pnp transistor is shown below in Figure 46.
The idealized view contains a heavily dogedegion +) which is in the
diagram below to the left of the bas@ype material to which a contact may be
made. Thep+ implant is known as the emitter. The other coniach more
lightly dopedp-volume called the collector. In this idealizedeadl the volumes
are assumed uniformly doped. In the configuratibova the emitter-base is
forward biased 3 whereas the collector currergvense biased.

In thermal equilibrium where we apply no voltageass either the emitter-base
or the base-collector the terminals of the transiate effectively shorted. As in
the case of th@-n junction under thermal equilibrium the Fermi enesgare
equalized, see Figurer.

If voltage is now applied so as to forward bias ¢ha@tter-base and reverse bias
the collector-base we it can be shown the transigiibbehave as a rudimentary
amplifier.
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Figure 46: Idealized view of the pnp transistor

Under the application of forward bias the depletiadth in the emitter-base will

be narrower than the depletion width in the cotlediase. As the emitter-base is
forward biased holes are emitted from pieemitter into the base and electrons
injected into the emitter from then)(base. The reversed biased collector-base
junction will only be passing a small saturatecerse bias current.

If the emitter-base junction is sufficiently narrewall (order of a micron) the
holes from the emitter may diffuse through the bdisectly into the collector
with very little recombination. In this case thdleotor hole current will be very
close to the emitter hole current. Any of the fevlels arriving onto the base will
be neutralized by a current of electrons into basewe know from a forward
biased diode, a small change in the base-emittexgeowill cause a large change
in the emitter hole current. This large currentMoonto the collector but as the
collector-base is reverse biased a small changtenbase-collector voltage
makes little difference to the current.

Although this may not at first sight look like anfping behaviour it most
certainly is. What has been achieved is the alitgirive a large current without
loading the base/collector circuit. Thus if we née@mplify the input voltage on
the emitter all we need to do is to put a largestesin series with the collector.

EMITTER BASE COLLECTOR
1) 5
+ V]
e %;7 W ° ta)
N5 -NA
<—WE‘>’<—WB—+—WC—>$
N T
BIS @ |
— 7% — X (b)
%o i ©
| |
! I
g i i
! 1
| |
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|
|
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£ —1—/—— ee (@)

Figure 47: pnp junction in thermal equilibrium with no applied voltages.
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p-n JUNCTION
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Figure 48: pnp transistor in active mode with bias applied
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Figure 49: Current flow in an actively biased pnp transistor.
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3.6.1 Current Gain

In Figure 49 the current flow in thepnp transistor is shown. The holes are
injected from the emitter are labellég. Most of these reach the collector and
are labelledcp. There are three base currenis.the current of holes from the
base to the emittelgg which is the small electron current to neutratize holes
from the emitter that do end up on the bdgg=(ep-Icp). Icn are the electrons that
are thermally generated at the collector-base jomci he terminal currents may
now be written

le =lgp*l En
IC :|Cp+| Cn (348)
Ig=le-lc=l gnt gpd cp ¢

The most important parameter fopaptransistor is the common-base current

gain

=|Cp: le IEp ICp
le lgptlen | gptl B E

ap (349)
The first term on the right hand side is knowntesamitter efficiencyy which

measures hole current in the emitter compared Wit current time a transport
factor

aT =—— (350)

Which measures what fraction of the emitted holts@the collector. In a good
transistor both the emitter efficiency and transgector are close to 1.

3.6.2 Modes of Operation

Before we finally leave the bipolar transistor ey note that there are four
modes of operation.

1. Active mode: the emitter-base is forward biased thedcollector-base is
reversed biased.

2. Saturation mode: in this mode both junctions arevéwd biased . In this
mode the transitory behaves as a switch in theositipn.

3. Cutoff mode: both junctions are reversed biasedy \igle current flows.
This is the transitory acting as a switch in thenadde.

4. The inverted mode: the emitter base is reverseatdiand collector-base
forward biased. In this mode, because the colleptoerally has a lower
doping than the emitter the system acts as a stansvith poor emitter
efficiency.
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S.M.Sze, Semiconductor Devices, John Wiley and Sons

Principles of Semiconductor Devices, B.v. Zeghbkoétip://ece-
www.colorado.edu/~bart/book/book/contents.htm

H.M.Rosenberg, The Solid State, Second Editionp@kPhysics Series

Show that the value of the capacity ohgunction is the same as that of a
parallel-plate condenser with a plate separatiaakip the width of the
depletion layers and filled with a dielectric witte same value .@fA p- n
junction of area 1 mm2 is made of germanium withieadensities 18m?
acceptors and donors respectively. Estimate theéhwitthe depletion layers
and the capacity of the junction for zero appliettage. For Ge the energy
gap = 0.75eVe=16.)

Estimate the ratio of the forward and the reverasda currents in a p-n
junction diode when the applied voltage is 0.5 V.



JUNCTION DEVICES

In this chapter we deal with other junction devices that are important in the design of
particle detectors. Unlike the p-n_junction these are all unipolar, in which only one
carrier bype participates in the in the conduction. These devices are the metal-
semiconductor junction, the field-effect transistor (FET), the metal-oxide-
semiconductor diode (MOS diode) and the MOS field-effect transitory (MOSFET).

4.1 Metal Semiconductor

The first transistor built was not actually composgdback-to-backpn
junction but contained two metal-semiconductor funrs, these
semiconductor devices were point-contact rectiffgch were direct
metal semiconductor contact. Today all solid stiteices for particle detection
contain areas of the device that

provide for this kind of contact. Thus metal semiconductor Ohmic

it is imperative that we understand / /contact

how this simple junction functions. i /
Metal semiconductor junctions can anode
also be made that conduct current,
without rectification, in or out of the
semiconductor. In this case the !
contact is said to behmic I [ *

cathode

\ 4

4.1.1 Energy Band

—+ -
As the two materials are brought 4®
close, but not yet in contact, the

energy bands can be sketched as

shown in Figure 5la. The worl

function of the metal is labelled,, Figure 50: Schematic of metal
and the electron affinityy, Note the Semiconductor contact




vacuum state is the reference state in these dmgraigure 51 (b) represents the
system just after contact before thermal equilioris established. Note that the
Fermi-Levels are not yet equalized. This diagranknewn as the flatband
diagram as non of the bands are “bent”.
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Figure 51: Diagram showing energy bands immediately before and after contact
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Figure 52: Diagram showing the energy bands in thermal equilibrium.

Before thermal equilibrium the barrier height fdeatrons leaving the metal to
enter the semiconductor is simply the differencéwben the electron work
function in the metal and the affinity in the seamductor

a=a-x (4.1)

will always be a barrier as long as the Fermi lenethe metal lies between the
conduction and valence bands in the semicondudthis barrier was first
proposed by Schottky as a mechanism for rectibeati

As the two materials attempt to reach thermal émquim electrons in the
semiconductor may reach a state of lowed energlifiwsing across the junction
into the metal. As the negative charge leave thmicgmductor the positive
ionized donors remain, lowering the potential o thulk. The extra positive
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charges make it “harder” for the electrons to bevedoto the vacuum state, i.e.
the whole band diagram for the bulk is lowered.citns will continue to flow
into the metal until they are compensated by a #dWdrift” electrons attracted
by the positive potential in the bulk. When thewfohave equalised the Fermi
level in both materials is equal, Figure 52. Ntte “band bending” typical of
this sort of process.

It is of interest to note that in thermal equiltbr, i.e. with no external voltage
applied, there is a region in the semiconductoseclto the junction (0<x<X
which is depleted of mobile carriers i.e. a depletiegion. The potential across
the semiconductor equals the built-in potengigl The built in potential

@i =%V, (4.2)

WhereV, is the difference in energy between the condudiemd and the Fermi
Level in the semiconductor.

The calculation of the depletion width in the metalmiconductor junction is
very similar to that in thp-n junction. (See Zeghbroeck). For an applied voltage
V, the total widthwW is given by

2¢,
aN,

E, E,

W= (g - v,) (4.3)

() (b)

Figure 53: Energy bands in an n-type metal semiconductor (a) forward biased and (b)
reversed biased junction.

If a positive potential is applied to the metak(florward bias condition) this will
reduce the metal Fermi Level (decrease the eneirgiyeoelectrons) relative to
the vacuum and the semiconductor. This will tencettuce the barrier height for
diffusion and more electrons will diffuse into theetal than electrons will drift
into the semiconductor. A positive current therefoflows into the
semiconductor.
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In the case of the a negative potential appliethéometal this has the opposite
effect. It raises the Fermi energy of the electronghe metal and it is now

substantially harder for the electron to drift irtee metal. Note the barrier

preventing the electrons in the metal from driftimgo the semiconductor

remains approximately unchanged. Another way aikihig about this process is
that the negative potential applied at the metal fepelled electrons from the
junction region.

4.1.2 Current Voltage

In the metal-semiconductor junction most of therent is transported by the
majority carriers. In most cases current is dugh&ymionic emission of charge
over the barrier. Using this it may be shown (s@meekample Zeghbroeck) that
the current in the junction is

3=3,(ev 1) (4.4)
Where the saturation current is given by

J, = AT2 g%/ (4.5)
WhereA is called the effective Richardson constant.

4.1.3 Schottky Diode

The main difference between the Schottky diode tad forward biased p-n
junction is its response to high frequency trartsieAs there is a negligible
diffusion current from the minority carriers there correspondingly little
minority carrier injection or storage and henceacdance. This gives rise to
very fast response time.

4.1.4 Ohmic Contact

If the workfunction of the metal is smaller, or s#oto the electron affinity, there
iIs no Schottky barrier between the semiconductar tee metal and a direct
ohmic contact may be made between the metal andséh@conductor. The

contact is called ohmic if there is negligible agje drop across the junction for
an applied voltage.

The specific contact resistance, which should bellsfar a good contact, is
defined by

ov
R=l. (4.6)
From Eq (4.4) this shows the specific contact taste
R = k. e% 4.7)
gAT

This shows, as we may expect, that food resistamambtained if the barrier
height is low.

If the doping is very high in the semiconductor tidth of the barrier becomes
very narrow Eg. (4.3). under these conditions tnen¢lling probability ( and
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hence the current) is simply a function of theneirheight as we expect from
basic quantum mechanics. The current can be shemenSze) to be

_Jmees (@ V)

| ~e " N (4.8)
Thus the specific contact resistance for high dppwml be
Jmhés (¢n)

R~e" N (4.9)

l.e that when tunnelling dominates the specifigstaace depends exponentially

on
@l Ny

In order to produce an ohmic contact on Si a Itagh implant of a donor is
often made.

Unlike the p-n junction the junction field-effectihsistor has a relatively simple
mode of operation. It is occasionally suggestethesohat speculatively, that had
the FET been invented before then junction, that FET’s rather than bipolar
transistors would have been the primary sourcé@gtectronics revolution. The
simplicity of its operation, like the Schottky dmdt is essentially unipolar,
makes it much easier to understand than other e®vidntil the advent of the
high speed MOSFET it was very common in high spdedtronics and has far
outstripped the bipolar transistor in common usage.

4.2.1 Principle of Operation

The JFET is composed of two contacts which are ohihie source and the
drain) connected by a normally conducting chanwéien a positive voltage is
applied to the drain electrons will flow from theusce to the drain.

SOURCE  UPPER
GATE

(a)

SOURCE
(b)

LOWER GATE

Figure 54: Schematic of a JFET in (a) 3D and (b) a simplified cut through.
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The key component of the JFET structure is the gate, which is composed of two parts,
an upper and lower gate. The gates are “tied together”.
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Figure 55: Behaviour of the channel width as a function of different conditions. a) Vg
mall and Vp small b) At pinch-off ¢) Vp>Vpsa, d) Small (negative) gate voltage applied.

In normal conditions where the gate voltage is kmadl the drain voltage is
relatively small and with respect to the sourcentberrent will flow. If the bulk
Is n-type then the majority carriers will be elecis. For the n-type JFET a small
positive voltage applied to the drain will causalrdt of electrons from the
source to the drain.

The gates in the JFET are an ohmic contact te amplants. Thus a negative
voltage applied to the gates, relative to the mdnaltage will produce a
depletion zone around each gate. If both gatesaameected to the source then as
Vb is increased the depletion zones in the JFETbstlome deeper and reach out
across the n-bulk.

The channel behaves as a resistance of value
R= L
2qu,NpZ(a—W)

Thus at low applied voltage the current is expetbetse approximately
linearly. As the drain voltage is increased thendbpletion layers grow. The
decrease of the depth of the conduction channdiaman increase in the
resistance and hence a reduction in the rate afumdion until a pinch-off
condition is met. Figure 55 (b). As the drain vgé#as increased further Figure
55 (b) the pinch off moves towards the sourceauto current can flow to the
gates, the drain current is largely controlled ey applied drain voltage. At this
point the current is saturated.

(4.10)
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The saturation voltage is reached when the depletiepth for each gate
becomesa, i.e.

2
_gNp &
Vbsat ==~ Vhi (4.11)

whereV,; is the built in potential of the gate junction.

Applying a small gate voltage to the system widacly modify the saturation
voltage, in this case for a JFET and a negative galtage by

gNp &

Vbsat = —Vhi— |VG| (4.12)

4.2.2 Current Voltage Characteristics

A more detailed analysis of the pinch-off point of a JFET can be gained from calculating
the voltage drop across the channel as it thins down and then using this value to
calculate both the pinch-off current and voltage.
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Figure 56: View of the channel region (a) and the voltage drop along the channel (b).

The voltage drop across a small section is given by

dV = IpdR= 'pdy (4.13)
29unNp Z(a—W( y)

The width of the channel is simply given by the ldapn depth formula
W:\/ZE(V(y)"'VG"'\'{)i (4.14)

dNp

Assuming the current is independentyofive extract from (4.13) that
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| pdy = 2qu, Np Z(a= W) dV (4.15)
and also obtain from (4.14) that

av = D waw (4.16)
£

There we can extract an expression for the drairent

| ody = 2qu Np Z( a- V\o% Wdw (4.17)
Which may be integrated along the length of theTJ&Eyield

3/2 3/2
Ip=1p V—D—E(V—D +VG+VbiJ +3(—VG+\4“J (4.18)

Vp 3 Vp 30 Vp
Where
202 .3
Z/I q [VE)a
|p =2 D— 4.19
= L (4.19)
and
Vp = aNp & (4.20)

This behaviour may be seen in Figure 57.
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Figure 57: IV characteristics for a JFET
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The MOS capacitor receives its names from its desag Metal-Oxide-
Semiconductor junction. The diode is very importd@vice in VLSI integration
and in devices used in particle physics.

4.3.1 Principle of Operation

A schematic of the MOS capacitor is shown is FigieThe difference between
the MOS diode and Schottky diode is the introductd the insulator (usually
SiOy) in between the metal and the semiconductor. réherse side of the diode
Is an ohmic junction. One of the most common MOfac#or is the Al-Si@-Si
capacitor which is a structure can easily be botlb many particle physics
detectors.

(a)

|
i (b)

d Al
L____L
r

47 \—omwc CONTACT

Figure 58: Schematic of a MOS capacitor
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Figure 59: Flatband diagram for an ideal MOS capacitor not under bias

To liberate an electron in the Al we need 4.10eVtHe insulator, Sig) we
require about 9 eV to raise an electron into thedoation band and an additional
0.95eV to allow the electron escape to the vacuanthe Si an electron must
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gain a kinetic energy of more than about 4.05eWalibe conduction band to
escape the crystal. This value as we have alre@bysbed in the electron
affinity, . The potential barrier between the Si and,SMdh reference to the

vacuum energy is thus approximately 3.1eV.

In a metal the work function is simply the diffecenbetween the Fermi Energy
and the vacuum level. In silicon the workfunctismrmore complicated and given

by

Eg
=X+t (4.21)

Where ¥B is given by the Boltzmann relations (1.50) andhs difference
between the Fermi Potential and the intrinsic pizdén

p-type n-type

Flat band
(e)

Accumulation

(f)

Depletion E,
~————% (g)

Inversion

(h)

Figure 60: Energy band in an ideal MOS capacitor for n-type and p-type Si for the four
different modes. See text.
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In an ideal MOS capacitotthe energy difference between the metal and the
semiconductor work function is zero. Thus if thexeno voltage applied to the
metal the both the Fermi and work functions line Tipis the flatband condition
for the MOS capacitor.

//////,/,—f—‘“—’—ﬁ Ec
Y .

el Lo (f‘:_’B. __________ E,
E

Figure 61: Bandbending diagram for semiconductor oxide interface in MOS capacitor.
The figure is for a p-bulk semiconductor. Note that: if <0 the device is in accumulation
mode, ws=0 is the flatband condition, wg >Ws>0, Ws = yields the intrinsic
concentration and s >g puts the device into inversion.
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Figure 62: Charge density in a p-type MOS capacitor (after Sze)

2 Two other conditions are required for an ideal MOS cigpa(See Sze). a) That there are no
charges in the structure except for those in the semictrduad on the metal surface. b) That
the resistivity of the oxide is infinite.
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If a negative voltage is now applied to the gatéhefp-type MOS capacitor this
raises the metal Fermi level, i.e. it raises tleEtedbn energy with respect to the
semiconductor. This creates an electric field enakide that would tend to move
the electrons towards the p-type Si. This inducdigld in the Si in the same
direction as in the oxide. This will bend the bamgsvards towards the oxide
interface. Since there is no net flow of chargeReemi levels in the Si and SIO
remain equal. The net effect is that the Fermillevéhe semiconductor is much
closer to the valence band in the interface thahenbulk i.e. the hole density is
greater at the interface than in the bulk. Thisitp@scharge accumulation is
referred to as the accumulation condition. It isyetd think of this as the holes
being attracted to the surface by the negative Inaetiage.

If a positive voltage is applied the gate a simdagument applies. The bands
bend downwards towards the new metal Fermi ené&ace at this point the

Fermi level is still some way away from the benhdwaction band there is no

great flow of charge but the region becomes redfitidepleted of charge

compared with the bulk. This is known as the demtetondition.

If a greater positive voltage is applied then tlwnduction band can bend
sufficiently down that electrons are attracted fritn@ bulk to the surface region.
In this region the bulk (at the surface) has beceffextively inverted due to the
applied electric field.

4.3.2 Charge Distribution

The charge density within an ideal MOS capacitoy tma calculated (We follow
the proof by Sze).We consider a MOS structure wtiedulk is p-type.

We assume that the potentialis defined to be zero within the bulk of the
detector and that the potential at the surfacehefgemiconductor igs. The
electron and hole concentrations are related byBiémann relation to the
potential and the temperature i.e.

Np = npoeg‘/’ (4.22)
Pp = ppoe_ﬁ‘/’ (4.23)

Where
LB =q/KT (4.24)

Wheny is positive the bands are pushed downwards, seee~&p) and Figure
61 as the energies of the electrons are reduced. pitential within the
semiconductor is governed by Poisson’s equatioh @hrge density

p=d(N = Na+ pp= 1) (4.25)

l.e. where the first two terms on the right handesare the densities of the
lonizied donors and acceptors. At large distanoa® the interface the charge is
neutral and the potential has been defined tebe Zhus

N = Na = Ppo = Npo (4.26)

Poisson’s equation may therefore be written as
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chg=_g[ppo(e—ﬁw 1)+ o &4 1) (4.27)

The electric field is related to the potential by

g=-% (4.28)
0X
and thus Eq(4.27) may be integrated to give

2
g2 =(2kTJ [qppoﬁJ{(e—ﬁw + By _1)+M(e3l// —,34/‘1)} (4.29)
q 2¢& Ppo

Defining the extrinsic Debye length for holes as

/ &

Lp = S (4.30)
qppO,B

and the function

1/2
n n
= ’ PO |_| (B 1) +_PO (B _ gy -1 4.31
{ﬂw ppO] {(e By ) ppO( By )} (4.31)

Then the electric field becomes

J2kT
gsurfacez * E F (432)

Knowing the electric field at the surface the cleadgnsity at the surface may be
inferred

Qsurface= ~€€ surfaci (4.33)

A schematic of the space-charge density at theaseirdf the semiconductor is
shown in Figure 62 as a function of the surface mil.

Note that the differential capacitance defined by

_9Qsurface _ € [1_9_'&//3 +( Noo / ppo)( Y. _ )}

Cp = = 4.34
D al//s \/ELD E ( )

and that from this under the flatband conditjar0
C[f)latband _ € (4.35)

Lo

In the depletion region the Si acts as an additicapacitor in series with the
oxide so the capacitance of the drops in that regio
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JUNCTION DEVICES

4.3.3 SiO,-Si Interface

In reality the silicon dioxide will not be a pertansulator. There may be mobile
ilonic charges (electrons or holes) trapped withie toxide, for example
potassium and sodium ions. There may also be sudharges from surface
states at the Si oxide boundary, Figure 63.

The surface states can act as recombination aretgjem centres for both holes
and electrons in the material, and thus act (éisarcase of bulk Si) to reduce the
mobility of the carriers in the region of the irfeere and lead to leakage currents
along the surface. The density of surface statdlsinvigeneral depend very
strongly on the fabrication process, including tgstal orientation. In general

Figure 63: SEM View of the SiO2 Si interface. The interface may be made almost
perfact.
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Figure 64: Charges in thermally oxidised Si

In the region of the interface there are also figgile charges introduced, in the
main, by Si introduced into the oxide during oxidat(see next chapter). The
dependence on the fixed charge on the crystaltatien again follows the rule
[100]<[110]<[111].

Inside the oxide mobile charges (e.g., K) exist tueontamination. These will
greatly effect the properties of the MOS junctidimus every effort is usually
taken to avoid this kind of contamination.
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4.3.4 Radiation Effects

If electron hole pairs are generated within thedexifor example by ionizing
radiation some of these will remain trapped. Tteséace traps may be removed
by high temperature annealing (T~600K) but unfaatety this is not normally
an option with a constructed detector.

The effect of these charges is in general to chéimgelectric field configuration
at the interface, essentially introducing a surfstoeet charge.

The MOSFET is the single most important devices fary-large-scale
integrated devices.

4.4.1 Principle of Operation

The device is, like the JFET, a four terminal devim the example shown (See
Figure 65and Figure 66) there is a source, draate @nd substrate bias. The
central section, or the gate, is a MOS capacitatiszussed above. If the bulk is
p-type, as drawn below, then the source and dvdirbe ohmic contacts to
implants. These act as two back to bgek junctions. When no voltage is
applied to the gate the only current that can floam the source to the drain is
thus a reverse bias current.

SOURCE  gaTE

SUBSTRATE

X
)

Figure 65: 3D schematic of a MOSFET (after Sze)
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JUNCTION DEVICES

Figure 66: SEM of a MOSFET. Cross sectional view.

When a large, positive, voltage is put onto théegan inverted n-channel is
created the spans between the source and the dfader these conditions
charge may be transported and large current may. fiche resistance of the
channel is controlled by adjusting the gate voltayye are then in the position
that a drain currentp will flow between source and drain. For low valwésa

(positive) drain voltage the electron current vgilinply increase linearly with
applied voltage. Just as in the case of the JFETtthannel in the p bulk forms
a reversed biased diode in its own right(Assumirghiulk is at zero volts) with
a small depletion layer. As the voltage is incrdas@ther on the drain the
depletion zone will tend to pinch-off the n-chanrl this point the current then
saturates as with the JFET, see Figure 67. Fuitieasing the depletion
region, or the drain voltage, will then not incredlse current
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Figure 67: Schematic showing the current in a MOSFET at a) linear region, b) at pinch-
off and c) in saturation

4.4.2 Types of MOSFET

There are many types of MOSFET. Most practical devinsulate the MOSFET
to other structures by the use of a very thick exaler called the Field Oxide.
(FOX), see Figure 68.
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Figure 68: Figure showing the field oxide surrounding a MOSFET structure.
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Figure 69: Different types of MOSFETSs that may be constructed

The choice of bulk type and operating conditiorsoalefine whether or not the
device is normally on, normally off and at whattagles this happens. See

S.M.Sze, Semiconductor Devices, John Wiley and Sons
Taur and Ning, Fundamentals of Modern VLSI Devices

Principles of Semiconductor Devices, B.v. Zeghbkoéttp://ece-
www.colorado.edu/~bart/book/book/contents.htm

1 Describe qualitatively the functioning of a p-bWOSFET device. Draw a
diagram that shows the conduction channel, anchpafic Explain why the
drain current saturates at pinch-off.
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WAFER PROCESSING

In this chapter a brief introduction to the basic Si fabrication technigues bebind most
semiconductor devices. Attention will be drawn to processes that are off particular
importance 1o the creation of particle physics detectors. Detector design often begins
with the choice of wafer to be used in construction.

5.1 Wafer Production

Imost without exception the semiconductor devides fare in use in
A particle physics today have started out as wafetdrom a crystal. We

begin this chapter with a brief description of th#ferent techniques of
producing the wafers. The most important for tragkiletectors is currently the
traditional float-zone production method. But werstwith the first to be
discovered, the Czochralski method.

5.1.1 Czochralski Method

The first step in producing Si crystal is
to start with a source of silicon, for ¥,
example common sand. This can be . .o

reduced through chemical means te+ .
relatively impure metallurgical grade Si. 4
(98%). This solid form of Si is reactedi=

with HCI to make trichlorosilane, which% :

is a liquid a room temperatures. By first % !

purifying the liquid through a}\ O 1
L

distillation process and then reducing
the trichlorosilane using hydrogen, pure

polycrystalline Si may be produced. j

The polycrystalline Si is the raw
material for the large crystal Si we nee(

Figure 70: Crucible of pure poly
crystalline silicon
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Figure 71: Schematic of the Czochralski method of producing a Si crystal

The Czochralski technique use apparatus which escekd in Figure 71. The

polycrystalline silicon is first melted in the fiace using RF induction. A small
seed (Si) crystal is placed on the surface of tbééen Si in an inert atmosphere
(e.g. Argon). To achieve uniformity both the meftdathe seed are counter-
rotated. Molten Si attaches itself in crystal lay&r the seed which is then slowly
withdrawn as it rotates. The withdrawing of thestay is performed via a pulling

mechanism that guarantees an even rate of moveaharfew mm a minute. The

crystalline Si solidifies as it is drawn away frahe melt. The final product is a
pure crystal. An example is shown below.

T T O
1 !

Figure 72: A single Si crystal grown using the Czochralski method
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INTRODUCTION TO SEMICONDUCTORS

One advantage of the Czochralski technique is ithatay be used to produce
very large crystals. Large refers here not simpliehgth but also to the diameter
of the crystal, which may now exceed over 300mnhe Trystal is ground to
produce a perfect cylinder and etched to removgriaperfections left by the
grinding.

Characteristic Ccz Fz

Oxygen Content >16cnr <10%cnr’

Carbon Content >Tten’ <10"cnt
Minority Carrier Lifetime 5-100(ms) 1000-20000ms

Table 4. Sample of purity differences between CZ and FZ Si

5.1.2 Float Zone Method

The float zone (FZ) process is used to
produce crystals that are purer than the
(chgaper) _Czochralskl _ technlque._ It seivii il
entirely avoids contact with a potentially FEep roD
contaminating crucible.

RF COIL —

. . MOLTEN
The FZ process consists of the following ZONE

steps. SINGLE —=
CRYSTAL

1. A polysilicon rod is mounted vertically
inside a chamber, which may be under

vacuum or filled with an inert gas.
SEED

2. A needle-eye coil that can run through
the rod is activated to provide RF power SEED HOLDER
to the rod, melting a 2-cm long zone in >

the rod. This molten zone can b
maintained in stable liquid form by the
coil.

Figure 73: Schematic of FZ Si
production

Figure 74: Photograph of the FZ process in action
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3. The coil is the moved through the rod, and tlodten zone moves along with
it.

4. The movement of the molten zone through theestength of the rod purifies
the rod and forms the near-perfect single crystal.

It is then ground using diamond wheels to makepedect cylinder that has the
right diameter. It then undergoes an etching pmtesemove the mechanical
imperfections left by the grinding process.

5.1.3 Wafer Cutting

After the crystal is grown, ground and chemicalblighed normally “flats” are
ground into the crystal to aid mechanical locationposition the crystal. Smaller
secondary flats are also ground. Then positiorhefflats indicates the crystal
orientation of the crystal.

The crystal is then diced by a diamond saw. Thenglidelivers both a surface
orientation (e.g. [100]) and a thickness that may amywhere from about
50microns upwards.

Post cutting the wafers are polished, first by lagpand then chemically to
produce smooth flat wafers. If very thin wafers aeguired this too may
achieved by vigorous grinding and chemical means.

Figure 75: 300mm cut wafer from a large Si crystal. (MEMC corp).

5.1.4 Epitaxial Growth

Last but not least we note that extremely pure,tht sample of crystalline Si
may be grown using a method called epitaxy. Ineegia substrate Si wafer acts
as a seed. However rather than a high temperptaoess, such as the CZ or FZ
crystal growth methods an epitaxial layer may bawgr at substantially lower
temperature than melting point.

The most common form of epitaxy is vapour phaséagpiwhere Si, produced
by chemical reactions at high temperature is pitatgr onto the Si substrate.
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The major advantage of epitaxy is that engineensccantrol the doping profile

of the Si much more easily than by ion implantatieee later). In addition the
physical and chemical properties of the epitaxajet(s) may be made very
different from the bulk. This is of relevant to CNBQlevices that we will briefly

discuss at the end of this course.

In the section above we have mentioned briefly sofrthe relevant parameters
that effect our choice of wafer. Here we simpleadahe key parameters and
their relation to device characteristics.

5.2.1 Resistivity

The wafer resistivity is a function of the puritythe crystal and the number of
defects. As both CZ and FZ wafers are nowadaysslecmmpletely defect free
the major contributor to the resistivity is the rear density which is controlled
during the production process. The purer the cryiseahigher the resistivity.

Although for VLSI purposes resistivities of @0m are adequate for particle
physics strip detectors we often require very higgistivities (> 100Qcm). This
requirement comes not from the depletion depth, emen from an exotic
analysis of the high frequency behaviour of theicks/but from a simple signal
to noise requirement on the detectors.

As we shall see in many particle physics devicesftimdamental key to their
operation is the creation of a depleted zone wi¥tiich electron-holes pairs can
be created. These are then detected as the sgn#hd passage of ionizing
radiation. In order to maximise the signal the &gk current, on the reverse
biased diode, must be kept to a minimum. This & behieved by having a high
resistivity, or low number of carriers within theatarial.

5.2.2 Thickness

The thickness of wafers usually used in particlgspis applications varies from
about 50 microns to about 500 microns. We shall tbe¢ the advantage of
thinner detectors is that they contribute littletihe degradation of experimental
performance through multiple coulomb scattering goowering) within the Si.
The major disadvantage, as we will discuss, willtlet thinner detectors yield
smaller signals are substantially harder to handle.

Typically devices will be fabricated on readily dable commercially available
thicknesses of wafer (rather than custom grouncemsafat about 200 or 300
micron thickness.

5.2.3 Crystal orientation

At one point in the 1990’s much research was cotedlon the performance of
the different crystal orientations available to n@cture sensors with. It is usual
now, for strip diodes, to use [100] wafers. As dgsed above one of the
advantages of [100] is has less surface and junatipurities.
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Both diffusion and ion implantation serve to chanige carrier concentrations
inside the Silicon. Diffusion is a cheaper and nm&ineplistic method used almost
exclusively before the 1970, but can only be pentd from the surface of the
wafers. Dopants may also diffuse unevenly, andaatewith each other altering
the diffusion rate.

lon implantation is more expensive and complexddies not require high
temperatures and also allows for greater controtimant concentration and
profile. It is an anisotropic process and therefdoes not spread the dopant
implant as much as diffusion. This aids in the nfacwre of self-aligned
structures which greatly improve the performancé@iS transistors or indeed
in precise particle physics detectors.
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Figure 76: Schematic of diffusion and ion implantation processes

Diffusion is normally achieved by inserting semidantors wafers into a high
temperature environment, a furnace, an passingsahga includes the desired
impurity over the surface of the wafers. Tempemrdguor the diffusion process
vary between 800 and 1200°C for Si.

To produce an p-type impurity the Si wafers areallgudoped with boron, to
produce a n-type impurity arsenic and phosphorus wwed. Typically, as
mentioned above, the source material is carriedrbyert gas (e.g. nitrogen) and
reduced on the surface. For example in the follgwemaction an oxide layer is
produced on the surface

2As, O3+ 3Si— 4As+3SiQ (5.1)
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5.3.1 Diffusion Equation

The diffusion process follows a similar behavioaitiiat of electrons or holes in
regions of changing electron/hole density. The Htenovement of impurities
will depend on the impurity gradie@C/0x and a diffusion coefficienD. The
impurities/dopant atoms will move away from a regiof high concentration
towards on of lower concentration. The diffusiom&ipn (Fick’s equation)

2
aC:Da_c

5= (5.2)

5.3.2 Diffusion Profile

If the surface is kept at a constant density thendiffusion equation may be
solved

B X
C(xt)= Cserfc[ ZJEJ (5.3)

Thus the density at a known depth may be calculated specific diffusion
time. The diffusion coefficient itself is known tepend on the temperature of
the diffusion process, as we may expect

D= Dsexp£_Eaj (5.4)

KT

The energyE, is related to the energy necessary to move dopamisavithin

the crystal from one site and another. In Si thigbhout 1eV and depends heavily
on the dopant, boron for example diffusion 10 tifasser than arsenic.
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Figure 77:Diffusion profile versus Time.
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5.3.3 Intrinsic and Extrinsic Diffusion

Diffusion that takes place for dopant concentraitass than the intrinsic carrier
density at the diffusion temperature (emr5x10'%cm®.at 1000°C) is called

intrinsic diffusion. For densities higher than thise diffusion coefficients

become a lot more complicated and depend on the @ming density. This is

called the extrinsic doping region.

5.3.4 lon Implantation

lon implantation is effected by injecting highlyezgetic atoms of the dopant
directly into the surface of the material. lon iliation energies may vary
anywhere from 30eV all the way to 1MeV. lon impltmin doses may vary
from about 18" to 10° ions/cn.

The ion implantation process begins by the ionizaf atoms of the dopant
(e.g. B). These are extracted from a plasma, bent thramghnalysing magnet
so they are almost monochromatic and then accetbeatd focussed onto the Si
wafers see Figure 78:Schematic of ion implanteal Rn implanters are large
complex pieces of equipment, e.g. Figure.
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Figure 78:Schematic of ion implanter.
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5.3.5 Implantation Range

As we might expect the range of the ion within g@miconductor will be
strongly dependent on the energy of the incomimg @nd the cross-section for
interaction with the atoms within the crystal. A= tions collide with the atoms
they will lose energy eventually coming to reshatrage distance or range.
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Figure 80: Schematic of the ion range R and the two dimension distribution of the ions

There is not only a longitudinal distribution ohgge, due to the stochastic nature
of the collisions, but a lateral profile. The latkprofile is due to collisions with
the crystal in which the ions acquire a substarititdral deflection. Typical
ranges for ions in Si as a function of ion enengyyshown in Figure 81.
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Figure 81: Range of ions in Si.
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5.3.6 Channelling

Although it may be thought that the process of ignplantation is
straightforward it is complicated by an effect edllchannelling. Due to the
crystal nature of Si there are orientations ofwader in which the ions will have
much longer range that the average range abotiee ibns are precisely aligned
along certain crystal orientations they will teral gee channels through the
crystal that present relatively low cross sectionifteraction. See for example
Figure 82. The directions for channelling are welbwn in Si, see Figure 83

Figure 82: Diamond structure along the [110] axis
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Figure 83: Channels in Si as function of orientation towards the wafer.
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5.3.7 Disorder

When the ions enter the Si they lose energy vid bniclear and electronic
interactions with the crystal. Electronic collis®generate electron-hole pairs but
the nuclear collision have enough energy to mov&@ns within the lattice. The
relative ratio of electronic to nuclear collisiodepends on the mass of the
incident ion. High energy boron ions, for exampi&ve almost exclusively
electronic interactions. These light boron ionse(§é&gure 84) thus cause very
little damage until the end of their range whenleacinteractions occur.

r SEMICONDUCTOR SURFACE

DAMAGED
REGION

DISORDER
CLUSTER

(b)

Figure 84: Difference between a) damage caused by light ions and b) damage caused
by heavy ions in Si.
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Figure 85: Defects in Si caused by ion collisions

Heavier ions the energy loss is due to nuclearact®ns over the whole length
of the range. The damage is so substantial thatljyoithe crystal will have a high
density of vacancies, interstitial and Frenkel defeFor certain types of ion
implantation the damage can be so severe that ilikensbecomes almost
amorphous.
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5.3.8 Annealing

The severe damage caused to the crystal by themplantation causes severe
degradation to the carrier properties in the Sirdsiore the properties of the Si
the semiconductor the material is annealed. Thisgms allows the crystal atoms
to move back to stable crystal positions.
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a) Damaged Si lattice during implant b) Si lattice after annealing

Figure 86: Repair to the defects in Si by annealing process
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Figure 87: Annealing temperature for 90% activation of dopant
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5.4.1 Optical Lithography

The process of lithography is fundamental to treaton of complex structures
in Si. It enables us to place patterns of doparijep metal or resistors in a
complex 3D structure on one (or both) sides of dewaThe patterns are
transferred to the wafer by lithography through tise of photo-resist and (in
most cases) optical exposure. The photo-resistriabtes the property that its
chemical bonds are changed by exposure to lightkingait possible to
selectively remove, or etch, the photoresist, hemtieer protecting or exposing
parts of the surface.

The process of exposing the photoresist, withaapshigh resolution pattern is
both complex and critical to the successful produactof high quality

semiconductor devices. In any lithography methodirdense light source is
focussed, through a mask that defines the shapa®, the thin film of

photoresist.
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Figure 88: Three methods of imaging onto a wafer

Figure 89: Modern commercial lithographic and etching machinery.
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Three basic techniques may be used. (see FiguredBact printing in which

the mask is direct contact with the photoresisbxpnity printing in which there

a few microns gap between the mask and the phatgraed projection printing

in which complex optics allow an image to be foeakssnto the photo resist. In
most modern applications wither proximity or préjen printing are used as
contact printing introduces a lot of errors inte fimal device.
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Common UV wavelengths used in opti
Figure 90: Range of wavelengths used in common lithography.

There is a wide range of wavelengths used for pitledgraphy. In general the
shorter wavelengths vyield much higher resolutiorertéinly down to
0.25microns) for normal UV light but are substalhtianore expensive than the
longer wavelengths.

5.4.2 Mask Production

As well as the exposer the object that enablesita p particular pattern on a
photoresist is a precise image of the feature tiedds to be reproduced.
Normally this is a very high precision object ay atefects will be replicated

onto the Si. The mask is normally produced on lgigide quartz and is a chrome
metal. The mask itself may be a master from whittelocopy masks are made.
The copies are usually much cheaper than the nmaskave a finite lifetime due

to handling and, in the case of proximity and conexposure, the process of
printing itself. The copies may be easily reprodlfrem the master. It is normal
in detector design to order maybe 4-5 copies fahgaritical) master for a

typical production run of 100 detectors.

As will be seen from the next section the pattennttee mask will depend on
whether positive or negative photoresists are bessgl.
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Mercury arc
lamp

llluminator @ :]]

=

Wafer

Vacuum
Y, Z,0) chuck

Figure 91: Schematic of simple exposer and aligner.

The mask must also contain on it, as well as theepawe want to produce,
alignment marks to allow coregistration of pattemsdifferent steps of the
processing. As tolerances of much less than a mier@ required in some
physics detectors (and much less than that in CMi@3ce production) the
alignment marks are critical.

Desired photoresist structure to-be Island of photoresist
printed on wafer
% g Substrate

Quartz
Island
e |
Mask pattern required when using Mask pattern required when using
negative photoresist (opposite of positive photoresist (same as

intended structure) intended structure)
Figure 92: Positive and negative masks for photolithography.

The masks are a surprising expensive part of pingu detector design. For a
typical n+n strip over 13 master masks must be produced dssvebpies.

5.4.3 Negative Lithography

If we use a negative photo resist the pattern ihdeft after the detector is
exposed and the photoresist etched away is thetinvege the original mask
pattern i.e. areas exposed to light remain.
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WAFER PROCESSING

Areas exposed to light become crosslin

- - and resist the developer chemical.

Ultraviolet light
]

Chrome island on

alass mas_\

Island

Exposed area of

photoresis Window

Shadow or
photoresis

XIl X

Silicon Silicon

Resulting pattern after
the resist i developec

Figure 93: Negative photoresist in the lithographic process.

5.4.4 Positive Lithography

If we use a positive photo resist the pattern thaleft after the detector is
exposed and the photoresist etched away is theiyeosif the original mask
pattern i.e. areas not exposed to light remain.

Ultraviolet light

Areas exposed to
liaht are dissolvel

Chrome islanc “ Shadow on
on alass mas photoresis Islanc

Window

Exposed ar
of photcresis

Oxi

Silicon Silicon

Resulting pattern after
the resist is develone

5.4.5 Photo Resist

The chemistry of photoresist is complicated. Bo#lgative are positive resists
may be carcinogenic and must be treated carefliligy must be stored in ideal
conditions and applied evenly across the whole wiaddore exposure. This is
typically done with a spinning device that dispenplotoresist onto the centre
of a rapidly rotating wafer (in some cases up t@d®0pm). The viscous

photoresist flow evenly across the surface andexwgss is spun off. On contact
with the air and the surface of the Si the phoistd®ecomes very sticky. If the
process is performed correctly a known depth oftghesist may be applied

across the whole wafer. Before exposure the rissistked to harden it further.

100



Process Summary

Photoresis
disnense

®  Wafer is held onto vacuum chuck
®  Dispense ~5ml of photoresist
®  Slow spin ~ 500 rpm
®  Ramp up to ~ 3000 to 5000 rpm
®  Quality measures:

— time

— speed

— thickness

— uniformity To vacuim pum

— particles and defects

Spindle connecte
to spin motor

Figure 94: Simple diagram showing the spinning of photoresist onto a wafer.

5.4.6 Etching

After exposure the photoresist is removed in placiesre it is not needed. This
may be done either by putting the wafers in a sul{&/et etching) or by the
used of plasma etching technique (dry etching). &hing is regarded as a
superior technique as it produces cleaner, shagreers in most cases.

SFE F CF3+
F sF* - CF,**

Figure 95: Wet and dry etching techniques. Wet etching is in a solvent. Dry etching is in
a plasma.

Side Etch

Etch Depth —m

Ty
Photoresist
1

N
¢

Si02

Si02 / HF

Figure 96: Wet etching an oxide layer. Note the shape under the photoresist
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WAFER PROCESSING

SiN 54? Mirror Surface

Si/ KOH, EDP, TMAH Si / SF6 + Sidewall Protective Gas
Orientation Dependent Independent of Crystallographic Axis
Figure 98: ODE Wet etching on Silicon Figure 97: Dry etching of Si

Figure 96 shows a diagram of wet etching an oxagerl Notice how the etchant
undercuts the photoresist and the oxide takessbrajpe. This must be accounted
for in all mask and device design.

Figure 97 and Figure 98 are a schematic of wetdmpcetching on Si. For wet
etching it is possible to produce orientation delgem etching (ODE) on Si in
which different crystal orientations are etchedesVely. This enables one to
make, if necessary, different shapes in the Si.

5.4.7 High Resolution Lithography

Figure 99: Example of extreme UV lithography showing 50nm structures

After several years of feasibility studies ASML,ige Philips and TNO TPD
started the development of an Extreme Ultra Vi¢#gVV) waferscanner capable
of printing 50 nm dense lines with a correspondmgrlay, see Figure 99.
Extreme Ultraviolet Lithography operates at a wamgth of 13 nm. Compared
to operating wavelengths of previous lithographght®logies this short
wavelength allows for high resolution and increadegth of focus. Since EUV
light is strongly absorbed by all materials, operain vacuum and use of mirror
optics is necessary. Extreme UV lithography is w@dwas being a relatively
effective way of moving towards higher density dlOS components.
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5.5 Polysilicon

5.5.1 Deposition Techniques

Films of polycrystalline silicon, or polysilicoralso known as poly-Si or poly),
are widely used as MOS transistor gate electrodesfar interconnection in
MOS circuits. It is also used as resistor, as waslin ensuring ohmic contacts
for shallow junctions. When used as gate electradeetal (such as tungsten) or
metal silicide (such as tantalum silicide) may lepakited over it to enhance its
conductivity.

Poly-Si is known to be compatible with high tempera processing and
interfaces very well with thermal SiO2. As a gatectrode, it has also been
proven to be more reliable than Al. It can alsodeposited conformally over
steep topography. Heavily-doped poly thin filmsyalso be used in emitter
structures in bipolar circuits. Lightly-doped polyms can also be used as
resistors.
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Figure 100:Polysilicon resistors in a silicon detector (BaBar). For particle physics
experiments these resistors are typically of a value of about 1MQ

Poly-Si is usually deposited by thermal decompaositor pyrolysis of silane at
temperatures from 580-650 degrees C, with the dipogate exponentially
increasing with temperature. The deposition ratalso affected by the pressure
of silane, which translates to silane concentrat@ther important variables in
polysilicon deposition are pressure and dopant exatnation.

5.6 Dielectric Layers

Both standard MOS circuits and particle physicedetrs depend critically on
the use of thin insulating layers, usually $&@lhough sometimes silicon nitride
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is used as well. There are currently four commardgd techniques for putting
down an insulating layer: thermal oxidation, cheahicapour deposition (CVD),
low pressure CVD (LPCVD) and plasma deposition.

5.6.1 Thermal Oxidation

This process provides very high quality oxide. Tafly either water or oxygen
are introduced into a furnace at between 900 t®20

Walers

Quartz | Heater |

LU

Quartz Boat | Heater |

Figure 101: Schematic of thermal oxidation process

The oxide tends to grown slowly, rates of aboutA@6ur being typical. This
techniques is used to put down thin layers of lojgality oxide.

5.6.2 Chemical Vapour Deposition

Silicon dioxide may also be deposited using eit6®D or LPCVD. Silicon
dioxide may be created by reacting silane, dopaditoxygen e.g.

SiH4+02 — Si02+ 2H2 (55)

This process takes place at about 500°C and isvatdmperature deposition
interaction. High temperature methods also existe &dvantage of the CVD
methods is that relatively thick films may be puiweh, for example some
detectors we will discuss used CVD layers of up taicrons thick.

The final fabrication technique that we will brigfinention is the deposition of
aluminium. This may be applied either a vapour démm technique or by the
physical sputtering of aluminium on the surface efafer.

5.7.1 Sputtering

In sputtering Argon ions are accelerated until they an aluminium cathode, or
target. Through momentum transfer atoms on theaserbf the cathode are
ejected from the target and transported and dejubsin the surface of the
substrate. Quite thick (1 to 2 microns) layers lofranium may be deposited in
this way, although the quality is not as high asyrba achieved in a CVD
method. However sputtering does have the advamtilgeing much cheaper and
faster.
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Low Pressure: 1-100 mTorr l

all

Gas Pump
Source

Figure 102: Schematic of sputtering technique used to deposit Al on a wafer.

References
1 S.M.Sze, Semiconductor Devices, John Wiley and Sons
2 http://www.memc.com/

Problems

1 Discuss how many processing it takes to createngrkable a p-n diode and
b) a simple MOS capacitor.
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The role of simulation is discussed briefly. Iis scope and technicalities are
summarized. Al discussion refers fo the standard commercial package, ISE
TCAD®, although freeware applications exist.

useful. It enables the user to design the deviegacteristics before

the expensive, and difficult job, of building a seamducting device
may take place. Although many features of simpleias can be tackled
analytically, it is often very difficult, or techrally impossible, to provide precise
closed mathematical forms for 3D devices. As theicgs grow in complexity
and non-equilibrium transient conditions are coamsd, only numerical
solutions are possible.

M odelling or simulation of the behaviour of semicocir is very

A good flexible, reliable and sophisticated packabat is required. Simple
models, that in essence are a straight forwardsnekins of the sort of the
analysis considered in the earlier chapters will fa provide the accuracy
embodied in programmes that contain sophisticai2dn@shing and numerical
analysis techniques. To attain a realistic desonpdf the behaviour devices it is
also necessary to use libraries of known experialesross-sections, material
properties and phenomenological data. These acerals usually available to
simple numerical models.

Moreover a detailed understanding of the behavwidwa particular device may
function must contain detailed knowledge of the duiion process. Many
features such as the mechanical dimensions, thdammnprofiles, and the
properties and impurity level will depend on theaexproduction parameters.
These must be simulated to provide precise data.

So, although simple models possess a pedagogiced,\and may act as a guide
to understanding device characteristics only a istipated 3D programme that
contains good numerical techniques, production kitin and as complete

knowledge of semiconductor behaviour as possibleulsh be used when

designing a real device.



There exist a number of commercial packages availa perform device

simulations. We will report on one, used by the erpool Semiconductor

Detector Centre (LSDE) for the design of strip detectors, CCDs and Agctiv
Pixel devices. The program is called ISE TCA&Nd is now part of SynopSis

6.2.1 ISE

The ISE TCAD programmes form part of a suite of igles simulation,
optimization and graphical output that are usedoimfessional designers, and
educational institutes, to model realistic. For fh&poses here we describe
briefly, using the ISE’s own words, taken from theieb site, the function of
three critical components. The MESH routines thatvjgle the 3 dimensional
meshes necessary to perform the finite elementyseml The DIOS suite that
enables the user to fully simulate the productimtess and finally DESSIS that
simulates the electrical, thermal, and optical abgaristics of semiconductor
devices.

6.2.2 MESH

ISE provides two state-of-the-art approaches fa& a@tomatic generation of
meshes. The quadtree/octree-based method MESHesne&ishes with an axis-
aligned structure that is fitted to the boundarye Tnhesh generator NOFFSET3D
is fully unstructured and pays special attentionmi@sh elements near material
interfaces.

Both methods create meshes that can be used fdisttretization methods used
in ISE process and device simulators. The mestesatr only adapted to the
geometry, but also to the doping concentration mep to capture steep
gradients.

Refinement is partly performed with anisotropicré¢sthed) elements, which
means that meshes with fewer elements can be asggked up the simulation
without losing accuracy.

As the process simulators DIOS has an internal mgsherator for 2D
applications, the external meshing tools are oplidar DIOS. However, for
device simulation, they are mandatory.

Figure 103: 3D mesh created by ISE’s MESH routine

3 ISE-TCAD has been used by LSDC from 1998 until the timeriiing these notes, 2004.
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6.2.3 DIOS

DIOS is a multidimensional process simulator fom&®nductor devices. It
allows for the simulation of complete fabricatioegsences including etching
and deposition, ion implantation, diffusion, oxidat and silicidation.

It is the most accurate process simulator availdbleooperation with Applied
Materials, Inc., ISE engineers have calibrated Di®& large experimental data
matrix that focuses on state-of-the-art deep sutamitechnology.

In addition to analytic implantation models, DIO&cludes the Monte Carlo
simulator Crystal-TRIM. Diffusion is simulated ohet basis of state-of-the-art
point defect models that are calibrated to a langenber of experiments.
Mechanical effects such as stress, flow, and thieer@ansion are included.

DIOS has been applied to a wide variety of techgie® such as VLSI CMOS,
SiGe HBT, power devices, and advanced SOI processesany of the leading
semiconductor companies

| [PRINE
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1,6E+12
1.3E+19
1.0E+19

Figure 104:Device simulated using DIOS
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6.2.4 DESSIS

DESSIS simulates the electrical, thermal, and apticharacteristics of
semiconductor devices. It is the leading deviceutator and handles 1D, 2D,
and 3D geometries, mixed-mode circuit simulatiothwdiompact models, and
numeric devices. It contains a comprehensive sphgs$ical models that can be
applied to all relevant semiconductor devices gmeration conditions.

DESSIS is used to evaluate and understand how &ed&works, optimize
devices, and extract SPICE models and statist&i darly in the development
cycle.

Applications of DESSIS include VDSM silicon, wheRESSIS has proven
accuracy to well below 100 nm technology; silicarinsulator (SOI) devices,
where DESSIS is known for its robust convergenog accuracy; double-gate
and FIinFET devices, where quantum transport is aityp SiGe; thin-film
transistors; heterojunction HEMTs and HBTs; and @oand RF semiconductor
devices.
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SIMULATION

6.3 Applications

Within particle physics ISE, or similar programnae used, to perform various
studies, some of which we will give examples oblel

6.3.1 Field Modelling

The first study to be perform is an analysis ofstr@cture of the detector, in the
example below an LHCD strip detector, in order ébednine the electric field
structure within the sensors. This will directlyfemt breakdown conditions,
carrier mobilities etc. Superimposed on the 2D idiagbelow is the generated
mesh that enables the finite element analysis.
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Figure 105: ISE used to mesh and solve for the electric field within an LHCb Si sensors.
The Al readout strips are in pink. The device | fully simulated using DIOS and details of
manufacture from the fabrication company Micron SemiConductor Ltd. In this case the
physicist is look for areas within the lower meshed area with high fields where
breakdown may occur. Simulation from the LSDC..
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Figure 106: Another field simulation on an LHCb sensor, in this case of the guard ring
structure that separates the active region of the sensor from the non-active edge area.
Simulation from Glasgow University. In this case DIOS was not used.
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Figure 107 Potential, rather than field diagram for the LHCb sensor. The potential

6.3.2 Carrier Densities

The distribution of carriers, both holes and elses; is vital to understand the

diagram is useful in studying surface effects.

creation of the signal in the sensors. These tog beafully simulated within

ISE.
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Figure 108: Density of electrons at thermal equilibrium within the LHCb sensor.
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Figure 109: Density of holes at thermal equilibrium within the LHCb sensor

6.3.3 Passage of ionizing irradiation

The detection of ionizing radiation is the primarynction of most silicon
sensors within particle physics. ISE allows usibhautate the effect of ionization
within our material and then study how the effemigpagate.
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Figure 110: Simulation of a heavy ion passing through a 300 micron thick n-type LHCb
sensor. The mesh is not shown. The actual core of the charge density is no more than 2
microns thick. Note the scale is logarithmic.
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Figure 111: A picture 4ns after the passage of the ionization through the sensor the
holes are moving towards the junction side (at 300 microns Y) . Notice the trail of charge

leads up to two strips.
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Figure 112 A picture 4ns after the passage of the ionization through the sensor the
electrons are moving towards the strip pickup side (at 300 microns Y) . Notice the chare

charge moving towards two strips.
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6.3.4 Process Optimization

Details of the processing are typically optimizedy. implant depths to produce
the best possible signal to charge ratio in the@eand to maximize the voltage
at which the detector may operate. In the simpaser this means simulation of
the dopings, annealing times and electrode stregtoay be varied.

6.3.5 Charge Sharing

We shall see in the section on sensor design #adtifes such as resolution or
the charge sharing between strips are criticahéogerformance of the sensor.
This is another feature modelled using ISE.

6.3.6 Charge Transfer

Finally DESSIS allows to simulate the signals tha¢ seen in the readout
electronics of the devices. The is especially Usafucomparing data with
simulation. It is necessary to have a detailed rhoflehe front-end amplifier
used for readout.

Radiation Damage Effects

One of the most important, and hard to model festuis effect of large scale,
long term irradiation of the devices. These arelistiusing DIOS and DESSIS
to investigate signal size and shape as a funofitime lifetime of the sensors. To
model the effects of ionizing radiation additioradergy levels are added that
may act as traps.
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Figure 113: Signal observed in sensors as a function of proton irradiation. Scale on the
x-axis is dose in p/cm2 x 10", y-axis is proportional to the signal observed in. Note the
drop in total charge collected, which matches experimental data well.

One of the biggest limitation seen in simulatingides is due to the numerically
intensive nature of the modelling that the pass#Hge simple particle may take
up to 24 hours to simulate. In addition true 3D elbig, rather than creating 2D
simplifications, complicates and slows the simolateven further. This is not an
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intrinsic limitation of the package used here blitratation of the hardware used
to run it. However it does indicate that substam@amputing hardware resources
should be made available to any team wishing tailsite or design a device.

1 http://www.ise.com
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HEP EXPERIMENTS

An overview of accelerator and the fechnology wused to generate the high energies
tnvolved in Particle Physics is given. This is followed by a short description of detector
technology including the wrole of tracking and verfexing detectors that ise
semiconductor technologies. The notes here are a compilation of material available on

the Web.

7.1 Accelerators

The purpose of accelerators is to provide a higgrggnbeam of particles that
may be used as a probe of fundamental particlase3$he kinetic energy particle
energies are on the same order of or are aboveesiheenergy of a proton, the
acceleration of these particles is extremely compl®cess, typically involving
many different accelerator components and techiedog

7.1.1 Accelerator Beam Energy

In any discussion of accelerators one typicallycasses the energy of the
accelerator, or more specifically the beam eneffiye particles in the beam will
be, for particle physics experiments, heavily neistic.

For relativistic particles with a velocity)(it is usual to define the Lorengz as

B=vic (7.1)
Another quantity, the Lorentz is defined in relation tg as
! (7.2)

y= e

The total energyE, of a particle may be simply related to its reasmby
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E=ymc (7.3)
Modern large machines such as the electron posagotiner (LEP) at CERN,
which operated in the 1990’s had beams in whichptheas over 80,000. The
next generation Large Hadron Collider will colliderotons with ay of over
7000.

To achieve these energies the first step in thelaation process often uses a
LINAC. This is discussed in the section below.

7.2 Linac

A LINear ACcelerator or LINAC is a particle accedesr which accelerates
charged particles - electrons, protons or heavy iora straight line.

Charged particles enter on the left and are aciel@itowards the first drift tube
by an electric field. Once inside the drift tubkey are shielded from the field
and drift through at a constant velocity. When tlaegive at the next gap, the
field accelerates them again until they reach tet drift tube. This continues
with the particles picking up more and more enarggach gap, until they exit
the accelerator on the right.

s | o e o o

drift tube

Figure 114: Schematic of a Linac

The drift tubes are necessary because an altegnaild is used and without
them, the field would alternately accelerate ancktigate the particles. The drift
tubes shield the particles for the length of tintattthe field would be

decelerating Below is a photo of a small Linac (ffgg115).

Figure 115: Photograph of a small Linac.

The linac is ~2.5 meters long--not a great distaincevhich to get even an
electron from zero to almost 300,000 kilometres pecond. Below is a
simplified drawing that shows how this linear aecator works showing the
electron source.
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Symchrotron e

Figure 116: More detailed schematic of Linac showing the electron gun and buncher

7.2.1 The Electron Gun

The electron gun located at the left in the drawisgvhere electron acceleration
begins. The electrons start out attached to theecuds in a plate of barium
aluminate or another thermionic materials sucthasum. This is the cathode of
the electron gun. A cathode is a surface that hasgative electrical charge. In
linac electron guns this charge is usually createtieating the cathode. Barium
aluminate being "thermionic” means that it's elentrtend to break free of their
atoms when heated.

The gate is like a switch. It consists of a coppereen, or "grid,” and is an
anode. An anode is a surface with a positive etedtrcharge. Every 500

millionth of a second the gate is given a strongitpee charge that causes
electrons to fly toward it from the cathode in temdous numbers. As these
electrons reach the gate, they become attractad reeee strongly by the main

anode, and pass through the gate.

Because the gate is pulsing at a rate of 500 mitilmes per second (500 MHz),
the electrons arrive at the anode in loose bunché&f0 millionth of a second
apart. The anode is a torus (a doughnut) shapectébe an electromagnetic field
that guides most of the electrons through the e the next part of the
accelerator, called the buncher.

The key part of an electron gun is an anode witiola in it. Behind the anode
was another plate with a hole in it, the holes peihigned. This second plate is
usually called the suppressor, and the key thinpna&ing this work is that the
suppressor is either grounded or at a voltage djgpwspolarity to the anode.
So now the electrons coming off of the anode acelacated and those that make
it through the hole in the anode immediately pdg®ugh the hole in the
suppressor as well. This suppressor (which can flata with a hole in it or a
grid) shields the electrons that passed throughhtile from the anode and a
rough beam is formed. Now, generally a fine (cadlied) electron beam is
required so a second anode/suppressor sectiorets s before, not all the
electrons will hit this second hole but those tthattend to be well collimated.
This may be repeated any number of times and theresult will be a high
velocity, finely collimated beam of electrons whide generally steered
magnetically. The only limitations on this techumgare physical size and
voltage breakdown between the various plates.

7.2.2 Electron sources

To obtain good characteristics, the electronseinegal, need to be emitted from
a well defined surface in a controlled manner. &bwial design of an electron
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gun is mainly a function of the use of the requiteghm and in general is
amenable to computer simulation. Only the basiceleétron emission will be
dealt with here; the formation of the beam is degth in specialist texts.

Thermionic emission is the escape of electrons faoheated surface. Electrons
are effectively evaporated from the material. Toage from the metal, electrons
must have a component of velocity at right angleshe surface and their
corresponding kinetic energy must be at least efqudie work done in passing
through the surface i.e. the workfunction.. If tieated surface forms a cathode,
then at a given temperature T (° K) the maximunrenir density emitted is
given by the Richardson/Dushman equation:

J= A-I-2 e—llBO@ m (7.4)

where # is the work function (eV) and A is a constant vtkheoretical value of

120 A/cm2.K. In reality this value is not attainést real materials. Table 3

illustrates the basic characteristics of some th@mm emitter materials that are
commonly used. It can be seen that the most impoparameter for thermionic

emission is that the work function as should beloas as possible to use a
cathode at an acceptable temperature. The mixetk avathode is commonly
found in small radio type valves. Cs/W/O, althougbt good for thermal

emitters, is usually found in photo-tubes whilsé theavy metal cathodes are
used in high power electron tube devices.

Material A i Temp (° K) J (A/lcm2)
Tungsten 60 4.54 2500 0.3
Thoriated W 3 2.63 1900 1.16
Mixed oxides 0.01 1. 1200 1.
Cesium 162 1.81

Tantalum 60 3.38 2500 2.38
Cs/O/W 0.003 0.72 1000 0.35

Table 5: Important characteristics of some thermionic emitter materials

In a diode structure, electrons leaving the cattmdface lower the electric field
at the surface. A stable condition exists whenfiblkel is zero as any further
reduction would repel electrons back to the cath@tés stable regime is known
as 'space-charge-limited emission' and is govermgdhe Child Langmuir

equation:-

J=pV32 (7.5)

where P, a constant which is a function of the getoyrof the system, is known
as the perveance. However, if the voltage becomdfsciently high, the
Richardson limit for current is reached when thaseion becomes temperature
limited. Figure below shows the characteristicamideal diode
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Diode Characreristic

l'emperaiure
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Space Charge
Limited

Voltage
Figure 117:Thermionic emission regimes

Thermionic emitters are used in electron tubesiargpecialist electron guns, as
for example in klystrons, welding, industrial mads processing and in

accelerators for lepton production. Figure 16 shavwesmputer simulation of an

electron gun used for hadron beam cooling.
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—_——y,
100w

Figure 118:Computer simulation of an electron gun

7.2.3 High field emission

The application of a high voltage between a finéenppcathode and a contra
surface can, by a tunnelling effect, give suffitienergy to an electron so that it
escapes from the surface. This phenomena is known hah-field
Fowler/Nordheim emission. It should not be forgottdat the electric field
around a point is greatly enhanced relative toajygarent average electric field
between the electrodes.

With fields of the order of ¥/m, current densities can attain'i®/m2 but the
actual current is quite small due to the small eefof the emitter. More
reasonable currents can be obtained by multiplyiregemitter sites. Needles or
razor blades can be used as emitter arrays anglsaetahed in silicon have
shown some success in electron tubes. The majadwisitage of this type of
source is that an excessive current density catrayeshe points either by
erosion or self heating.
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7.2.4 Photo emission

Photons illuminating a metal surface may also &berelectrons. If the photon
has an energy at least equal to the work functlzemn electrons will be emitted,
l.e.:

A <E (7.6)

ey

wherek is the wavelength of the incident light, c theoaty of light and h
Plank's constant. For shorter wavelengths therelestare emitted with an initial
velocity given by

%mvz =h-e (7.7)

but in general these velocities are low. To obtaasonable emission with
normal wavelengths, a low work function materiaheeded, for this reason the
Cs/O/W material mentioned earlier is often usegdhnto tubes. Intense electron
beams require intense light sources, and lasers hagn used to obtain very
short high intensity electron beam pulse traingnded for the generation of
microwave power in future linear colliders.

7.2.5 The Buncher

The purpose of the buncher is to accelerate th@muuklectrons as they come
out of the electron gun and pack them into bunchesdo this the buncher
receives powerful microwave radiation from the kiga. The microwaves
accelerate the electrons in somewhat the same lhedyotean waves accelerate
surfers on surfboards.

LA N

Figure 119: Field produced by buncher

R e

Figure 119 represents the microwave radiation & bancher The electrons
receive more energy from the wave--more acceleratepending on how near
they are to the crest of the wave, so the electtiditgy higher on the wave catch
up with the slower ones riding lower. The right-iamave shows the same group
of electrons a split second later. On the frorthefwave, the two faster electrons
have almost caught up with the slower electron.yTiwen't pass it though,

because they are now lower on the wave and theredoeive less acceleration.
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The higher electron on the back of the wave gets gmough acceleration to
match the speed of the wave, and is in the samiéqgooas it was on the left-
hand wave. This represents the last electron ibtimeh. The lower electron on
the back of the wave gets too little energy to keepvith the bunch and ends up
even lower on the right-hand wave. Eventually itl fall back to the electron
bunch forming one wave behind.

7.2.6 Acceleration

The linac itself is just an extension of the bumche receives additional RF
power to continue accelerating the electrons andpeating them into tighter
bunches. Electrons enter the linac from the bunahervelocity of 0.6c. By the
time the electrons leave the linac, they are ttengelhery close to the speed of
light.

Linacs can be very long and may be used to acteldight particles, which
would lose energy through bremsstrahlung in au@rcorbit.

The major structure of the particle acceleratdhéscopper tube. The copper tube
has a strong vacuum inside through which the pestitravel. The tubes are
made of copper because copper conducts electaicttynagnetism very well. At
the SLAC linac, the copper tube is made of more @000 copper cylinders
brazed together for more than 2 miles (3.2 km).

Figure 120: Cavities in the copper tube

The copper tube at SLAC is arranged to form a serieells called cavities. The
spacing of the cavities is matched to the wavelermdtthe microwaves. The

spacing allows the electric and magnetic fieldsejmeat their pattern every three
cavities. Electrons or positrons in the beam colmeugh the cavities in small

bunches. The arrival of each bunch is timed so thgets a push from the

electric field across the cavities.
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& Bunch Cloud

- 4 ]L__:;‘ -

1/20,000,000,000 second later
(notice how far the bunches have moved)

Figure 121: Bunches within cavities

The klystrons that make the microwaves, much liketehen microwave oven
except that the klystrons' microwaves are aboutlllomtimes more powerful.
Klystrons produce microwaves by way of an electygon. The electrons travel
through the klystron in cavities, where their speetegulated. As the electrons
change speed in the klystron, they give off radiain the form of microwaves.
The microwaves are conducted through copper waslegup the copper tube of
the accelerator. Waveguides carry waves efficiamtliiout losing intensity. The
klystron and waveguides are kept under high vactmrease the flow of the
waves.

Figure 122: Series of Klystrons

7.3Cyclotrons

Circular accelerators do essentially the same gsblnacs. However, instead of
using a long linear track, they propel the parsc@deound a circular track many
times. At each pass, the magnetic field is stresggd so that the particle beam
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accelerates with each consecutive pass. When thelggsare at their highest or
desired energy, a target is placed in the pathebeam, in or near the detectors.
Circular accelerators were the first type of acetg invented in 1929. In fact,
the first cyclotron (shown below) was only 4 incli@&8 cm) in diameter.

Figure 123 Photo from Lawrence Berkeley National Laboratory
The first particle accelerator (cyclotron) developed by Ernest O. Lawrence in 1929

Lawrence's cyclotron used two D-
shaped magnets (called Dee$)
separated by a small gap. Th
magnets produced a circular
magnetic field. An oscillating
voltage created an electric field!’
across the gap to accelerate the
particles (ions) each time around. As'
the particles moved faster, the radi
of their circular path became bigger
until they hit the target on the
outermost circle. Lawrence's
cyclotron was effective, but coul
not reach the energies that modern
circular accelerators do.

Target

lon Source
Dee /_

=

Pole \Vucuum floscilluior
- Tank Coupling

Figure 124:Schematic of Cyclotron
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Modern circular accelerators place klystrons andctebmagnets around a
circular copper tube to speed up particles. Marmgutar accelerators also have a
short linac to accelerate the particles initiakfdye entering the ring.

el g . BARE

Figure 125 A large cyclotron magnet at the Lawrence Hall of Science. The black portions
are the iron pole pieces and continue across below ground level. The electromagnet
coils were within the white cylinders. The vacuum chamber would be placed in the
horizontal gap between the poles of the magnet

Figure 126 A pair of Dee electrodes at the Lawrence Hall of Science. These would be
contained within the vacuum chamber. The serpentine pipes are for cooling liquid.
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7.3.1 Mathematics of the cyclotron

The centripetal force is provided by the transvensgnetic fieldB, and the force
on a particle travelling in a magnetic field (whicauses it to curve) is equal to
Bqgv. So,

(Where m is the mass of the particle, q is its gbaw is its velocity and r is the
radius of its path.)

Therefore,
v-Bq (7.9)
rom
v/r is equal to angular speed, so
w= Bq (7.10)
m
Therefore the frequency is
- Ba (7.11)
27mm

This shows that for a particle of constant masdréguency does not depend on
the radius of the particle's orbit. As the beanmadpiout its frequency does not
decrease and it must continue to accelerate jsf&velling more distance in the
same time. As particles approach the speed of figdit acquire additional mass,
requiring modifications to the frequency or the metgc field during the
acceleration. This is accomplished in the synclolotson

7.3.2 Limitations of the cyclotron

While a significant technical achievement at threeti the configuration of the
device limits its cost effectiveness at higher powEhese limitations were
addressed with the invention of the synchrotron.

7.4Synchrotrons

i

A synchrotron (sometimes called a
synchro-cyclotron) is a circular
accelerator which has an
electromagnetic resonant cavity (or
perhaps a few placed at regular
intervals around the ring) to
accelerate the particles.

Thus, as the particles increase in
energy the strength of the magnetic
field that is used to steer them must be
changed with each turn to keep the
particles moving in the same ring.

Figure 127:The CERN PS. Still operating
after 40 years
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The change in magnetic field must be carefully byanized to the change in

energy or the beam will be lost. Hence the nanyaclgrotron”. The range of

energies over which particles can be acceleratadsingle ring is determined by
the range of field strength available with highgsen from a particular set of

magnets. To reach high energies, physicists sorestimse a sequence of
different size synchrotrons, each one feeding & bigger one.

7.4.1 Synchrotron Radiation

Synchrotron radiation is the name given to thetedetagnetic radiation emitted
by the charged particles circulating in a synclmetrit occurs because the
charged particles are accelerated (deflected) byntagnetic field from the
dipole magnets to make the beam travel around it Any accelerated
charged particle produces some electromagnetiatiadi

The wavelength and intensity of the synchrotronatéah depends on the energy
and type of the emitting particle. If all you amgerested in is storing a high
energy beam, then synchrotron radiation is a problEhe energy lost from the
beam by this radiation effect must be restored mityoducing accelerating
cavities at one or more places in the ring, to ghe particles a kick in energy
every time they pass. The amount and energy ofatimtion depends on the
speed of the radiating particles and the magnetid strength. As the particle
approaches the speed of light, the effect increem@dly. The energy loss for a

given electron energy is proportional o

For an 1.5 GeV electron in the SPEAR (at SLAC) aer ring, gamma is

approximately 3000. For a 50 GeV electron in theCSarcs, gamma is

approximately 100,000. Thus, because a proton mwszh more massive than an
electron, a proton with 1 TeV = 1,000 GeV energy aaggamma factor of only

1,000. (1 TeV is the energy produced by the syriobmoat Fermilab. Thus

synchrotron radiation is much greater for electritwas for equal energy protons.
This is the reason why much higher energy syncbingtcan be built for protons
than for electrons.

7.4.2 Focussing and Optics

As beams of particles are accelerated round a ring
they must be focussed, otherwise due to dispersion,
gravity and other effects they would be rapidly
lost. Focussing of charged particles is done with
guadrupole magnets. These have two North pales<
and two South poles and the magnetic field in the

centre is zero. /

Alternating focus/defocus/focus/defocus ... in a
series of quadrupole magnets is called alternating
gradient or strong focusing. This method of

Figure 128: Field in a
quadrupole
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keeping the beam particles tightly constraineddmsi vacuum chamber is used
in all synchrotrons, and also in the many beansline

Figure 129: Series of focussing defocusing quadrupoles

7.4.3 Storage Rings N
One problem with a simple synchrotrot N° Area
is that of we wish to have collisions

between particles at a fixed energy it i
desirable to “store” the particles we

their lifetime in the ring (at THVXEEEEH

constant energy) before the ' LINE
suffer collisions. This is the
role of a storage ring. In|@
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of a synchrotron except thap\®
rather than  acceleratingt\g
particles it simply injects ®\@

to top up the energy lost by
bremsstrahlung. The total number a
particles in the storage ring will be fed by
a synchrotron. 006

N CESR The ring is nearly 1/2 mile ™ Positrons — -

around and is buried 40 ft deep. Tt  Figure 130: Schematic of Cornell
electrons and positrons go a million time Electron Storage Rings

around the ring every 2.5 seconds! In

Figure 131 we show picture of the tunnel for botBSR and the Synchrotron
(looking away from CLEO). On the left is CESR, t@ernell Electron Storage
Ring. The large red boxes are the CESR dipole miaghat bend the path of
electrons and positrons to keep them going in @ecaround the ring. The blue
boxes are the CESR quadrupole magnets that foeusetiims so that particles do
not stray too far from the desired path. There ralsp be sextapole magnets
behind the quadrupoles for further focusing, bwgytlare hard to see in this
picture. If you look carefully, you can see thgiale-quadrupole (and sextapole)
magnet structure is repeated as far as can be @adhe right is the Synchrotron
accelerator where the electrons and positrons @elaated to ~5 GeV before
transfer to the storage ring. Most of the magnetshe Synchrotron are dipoles.
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Since focusing isn't so important for that acceterathere are only a few
quadrupoles.

Figure 131: Photograph of the CESR ring

Below is a list of a few of the major acceleratacilities in the world for high
energy physics.

+ CESR (Cornell, USA) ,"& at 10GeV (symmetric)

» DESY ( Hamburg, Germany), ep asymmetric (27 and &/

+ PEP2 (SLAC, Stanford USA) <& at 10GeV (asymmetric)

» Tevatron (FNAL, Chicago, lllinois) p-pbar at 2TeV

* LHC (CERN, Geneva, Switzerland) pp at 7TeV/beam
Other facilities at Brookhaven, Beijing, KEK (Japamd Russia.

7.5.1 Large Hadron Collider

For the next big step in HEP a new acceleratoeedad to make it possible to
reach the whole predicted possible Higgs mass réi®@1TeV), to search for
supersymmetry. and to probe energies beyond thogermed by the Standard
Model. Since CERN already played a central rolelitP, not only in Europe but
worldwide, and since it would be possible to re-ysmt of the existing
infrastructure, the CERN council decided to buitdttaccelerator at CERN: the
LHC. The LHC is going to be the biggest acceleratger built with high centre
of mass energy and high luminosity. It has beengded as a proton-proton
collider with a centre of mass energy in that moti@4TeV . Since the LHC is
going to be a much bigger accelerator than anyboitebefore several problems
have had to be solved during the design processn Ene physics point of view
it was desirable to increase the beam luminosiilis is because the interaction
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cross section for particle collisions (some sorestimate for the likelihood of a
specific interaction occurring) goes down as 1/B82he beam energy goes up.
The only way to make sure enough interactions aneigted within a reasonable
timescale is to increase the number of collisidret tan occur; pump up the
luminosity. In the LHC that's done by sending mbu@ches of particles into the
pipe and by putting more particles into each burtbm the engineering side
the biggest challenge was fitting the new accederiait the existing LEP tunnels
as much as possible. Another big achievement weaslésign and development
of the superconducting magnets and the cooling agdstats involved with
them. Not only is it a lot cheaper than startingnir scratch, another big
advantage of putting the LHC in the old LEP tunnelghat it can be fed by the
same particle sources and pre-boosters as LEPTWaswhole process involved
in getting high-energy protons into the LHC bearapipoks a bit like a long-
distance train ride with many transfers. It stavith protons being generated in
the duoplasmatron. Subsequently they are accederatethe 'proton linear
accelerator' and after that they will be booste@dtout 1.4GeV in the 'Proton
Synchrotron Booster' (PSB). The 'Proton Synchrot{Bs) will then accelerate
them to an energy of 26GeV and just before thegilif enter the LHC they will
reach an energy of about 0.45TeV in the 'SupetoRrSynchrotron' (SPS). The
LHC will give them the final boost till they rea¢he designed beam energy of
7TeV . This process is also depicted in

— —t

LHC 14 TevVpp

Boocter L4 GeV
PS5 25 GeV
p &0 AMeV

Linacs

5P5 450 GeV

Figure 132: Schematic representation of the acceleration proces of protons in the LHC
At the moment there are four detectors under cocistn for use in the LHC:
« ATLAS,
» the '‘Compact Muon Solenoid' (CMS),
* the LHCDb,
* Alice.

We will discuss these detectors in a little moreaillevhen we cover the
application of semiconductor devices in their desig
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Both ATLAS and CMS are general purpose detectorssehmain goal is to find
experimental evidence for the Higgs boson andvestigate physics beyond the
Standard Model.

The LHCb experiment is being designed to run at'Biéactory end' (lower

energy) of the LHC. Its aim is to study CP-violatiasing B-mesons, both for
reproducing results from other B-factories (KEK, BAR) around the world and

for measuring new parameters involved in CP-viofatiTo do that it will run at

lower luminosities than the other detectors byhshgdefocussing the beams
locally.

Figure 133: An arial view of the CERN site showing the outline of the LHC. Note the
airport in the foreground

7.6 Detectors

We have discussed how particles may be acceleaatdontrolled and collided.
Modern detectors consist of many different piecesquipment which test for
different aspects of an event. These many compsraatarranged in such a way
that physicists can obtain the most data aboupaingcles spawned by an event.

When protons collide, some events are "interestiagd may tell us about
exciting new particles or forces, whereas many rstlage "ordinary" collisions
(often called "background”). The ratio of theirate rates is about 1 interesting
event for 10 million background events. One of kely needs is to separate the
interesting events from the ordinary ones.
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Figure 134 Two figures showing the simulation of a Higgs event at ATLAS. Data from
the UA1 experiment (CERN) showing one of the first W candidates discovered.

The differentiation between these is based on theemved products of each
collision...their identities, energies, directiafsmotion etc. For example, it may
be possible to demonstrate that some observed gooafions of outgoing
collision products arise from the decay of a newtiga. Such observations
would then represent the discovery of this new iglart The instrument that
provides the detailed information on the collisgroducts is called the detector.

The purpose of a detector is to provide informatabout the collision products
for each proton-proton collision. That informationst be obtained and analyzed
very rapidly. Only 10 to 100 of the billion colls that occur each second must
be flagged as potentially interesting and recordedurther study, while all the
others are rejected.

Figure 135Photo of the CDF detector at Fermilab being opened

The detector must have the capability of procesieginformation fast enough
to permit flagging about 10-100 potentially inteéneg events per second out of
the billion collisions that occur and recording tineasured information for just
those events. The rejected collisions are knowtbaskground”. This flagging

process is called "triggering”, and is based ora@dr analysis of part of the
measured information to reject most background tsyefollowed by two

additional steps of filtering, each requiring mosephisticated and time-

135



consuming analysis than the previous step, to p@the overall rejection factor
of 10 million to 100 million

Most Triggers area a combination of dedicated hardwand large cluster
processing farms containing many thousands of CPU’s

7.6.1 Detector Function
The following list the basic requirements of a modgeneral purposeletector

* Measure the directions, momenta, and signs of eldgpgrticles.

* Measure the energy carried by electrons and phatoesch direction
from the collision.

* Measure the energy carried by hadrons (protonsispioeutrons, etc.) in
each direction.

» ldentify which charged particles from the collisjoihany, are electrons.
» |dentify which charged particles from the collisjoihany, are muons.

* Identify whether some of the charged particlesioate at points a few
millimetres from the collision point rather thanthé collision point itself
(signalling a particle's decay a few millimetresnfrthe collision point).

* Infer (through momentum conservation) the presemice@indetectable
neutral particles such as neutrinos.

* Have the capability of processing the above infaionafast enough to
permit triggering about 10-100 potentially interegtevents per second
out of the billion collisions per second that ogcand recording the
measured information.

* The detector must also be capable of long andoteli@peration in a very
hostile radiation environment.

7.6.2 Detector Structure

e -«
@ —r Q detector particle particle
particle target detector

Figure 136: Configuration of fixed target and colliding beam experiments

Physicists are curious about the events that odating and after a particle's
collision. For this reason, they place detectorghea regions which will be
showered with particles following an event. Detestare built in different ways
according to the type of collision they analyze.

7.6.3 Fixed Target

With a fixed-target experiment the particles prasticgenerally fly in the
forward direction, so detectors are somewhat cdmgpesd and are placed
"downstream" from the collision. However, modergthienergy detectors like
Atlas use colliding beams and are somewhat cyladlyi shaped.
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7.6.4 Colliding Beams

During a colliding-beam experiment, the particladiate in all directions, so the
detector is spherical or, more commonly, cylindrica

The reason that detectors are divided into manypooents is that each

component tests for a special set of particle pt@gse These components are
stacked so that all particles will go through thiéedent layers sequentially. A

particle will not be evident until it either inteta with the detector in a

measurable fashion, or decays into detectablectesti

The interaction of various particles with the diffet components of a detector:

Tracking Electromagnetic Hadron Muecn
chamber calorimeter  calorimeter charnber

photons

Innermost Layer... P ... Outermost Layer

Figure 137: Schematic of detector structure Neutrinos are not shown on this chart
because they rarely interact with matter, and can only be detected by missing matter
and energy

A few important things to note:

» Charged particleslike electrons and protons, are detected botthén
tracking chamber and the electromagnetic calorimete

* Neutral particles like neutrons and photons, are not detectabléhen
tracking chamber; they are only evident when thateract with the
detector. Photons are detected by the electromagredbrimeter, while
neutrons are evidenced by the energy they depasithé hadron
calorimeter.

Each particle type has its own "signature" in tleedtor. For example, if a
physicist detects a particle only in the electronsig calorimeter, then he is
fairly certain that he observed a photon.

7.7.1 Tracking Detector

The Tracking Detector measures the directions, mtemend signs of charge of
electrically-charged particles produced in eacht@grgroton collision. It

consists of up to three different systems of sensormally all immersed in a
magnetic field. In a modern detector these willicggy be a pixel layer(s), strip
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detectors and a large area/volume tracker. At tbastirst two are almost always
semiconductor devices. We consider general formghefresolution obtained
from these types of devices in the last sectiahi;ichapter.

Pixel Detectors

The sensors closest to the collision point arepilkel detectors. These devices
consist of thin layers of silicon subdivided intectangular regions ("pixels") of
typically dimensions 50 by 50 microns.

Each time a charged particle traverses such a,laysignal is produced that
identifies which pixel has been traversed, andeiyeigives a precise measure of
particle position. Indeed this position is pre@s®ugh to determine whether the
particle originated at the collision point, or avfenillimetres from it as a decay
product of another particle.

A EA A

Figure 138: The solid state (pixels and strips) tracker in the ATLAS detector

Strip Detectors

To provide additional position measurements eelittirther from the collision
point (to best determine a full trajectory), aduhl layers of silicon subdivided
into narrow strips. Typically from about 40-100 nons wide by several
centimetres long, are used When a charged pamoks through the strip
detector, signals identify which strip in each $ets been traversed. The
intersection of those two struck strips provides3-aimensional position
measurement, very precise around the cylinder sk @nd much less so in the
other direction of the sensors. You may wonder whg simply does not put in
more pixel detectors instead of the strip detecteos larger detector areas, the
pixel devices are simply too expensive.

Large Volume Tracker

Larger tracking capability is sometimes provideddag chambers, either Time
Project Chambers, Drift Chambers or Straw ChambEnsse very low mass,
relatively low cost detectors may still have veigrhresolution, better than 30
microns/point in many cases, but are generallyegsibw compared with the
readout times of Si strips. The large volume treskare responsible for the
pattern recognition and the momentum resolution pafticles within the
experiment.

Generally a tracker differs from a vertex findingvite by having more
measuring points over a larger volume (at least 6 with resolutions of order
20-50 microns , but of less precision than the esedetector (typically 2 or 3
measuring points with resolutions of 10 micronbeiter ).
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Large volume trackers must also be constructedai® much less mass /per
measuring point than to avoid creating particléstgers” which would destroy

both its own track finding capability but also “niel” energy reconstruction in

the calorimeters.

Magnet Field

Large electro-magnets, often superconducting, seet@ produce magnetic field,
nearly 100,000 times stronger than the Earth'ss Tiid is parallel to the beam
axis if a solenoid magnet is used, or perpendigtitadipole is used. The magnet
deflects each charged particle coming from thastofi point.

A solenoid magnet may be used as follows. After atigle emerges
perpendicular to the beam, it continues perpendicahd travels in a circle
whose radius is proportional to its momentum. Tath of very slow particles
can "curl up" within the detector, whereas thoseealy fast particles have very
large radii and leave the detector (unless absoobel@flected). The direction of
rotation around the magnetic field (clockwise oumtr-clockwise) indicates the
sign of charge of the particle. If the particlen@ perpendicular to the beam, the
field changes the trajectory to a circular helithnaxis parallel to the beam line.
The radius of the helix is proportional to the motoen of the particle.

Dipole magnets are often used in an experiment tneforward going particles
need to be resolved.

Electromagnetic Calorimeter

The Electromagnetic Calorimeter absorbs the energie all electrons and
photons traversing it (this constitutes the "elmeiagnetic energy”), and
produces signals proportional to those energieis. flihely subdivided so that it
can measure the directional dependence of the@teagnetic energy.

The typical e-m calorimeter consists of thin Ilgdates (about 1.5 mm thick)
separated by sensing devices. When high energpphot electrons traverse the
lead (or any high-atomic-number material), theydmae an electron shower.
What happens is that their initial energies aredi@med into the rest masses of
numerous low energy (but still fast-moving) eleos@nd positrons. The number
of such electrons/positrons is proportional to theident energy, and their
presence is detected by a sensing system betweemedld plates. Electro-
magnetic calorimeters of this kind may have angnegsolution of

10%
Oem~™ E

Higher resolution e-m calorimeters work by absagbphoton/electrons into a
crystal, such as Csl, and measuring preciselyighe that is re-emitted.

(7.12)

Hadronic Calorimeter

The hadronic calorimeter is placed after the etenfignetic calorimeter. It
absorbs and measures the energies of hadronsdimglprotons and neutrons,
pions and kaons (electrons and photons have beppest before reaching it).
Hadronic calorimeters usually consist of steel dims separated by tiles of
scintillating plastic. Interactions of high energgdrons in the plates transform
the incident energy into a "hadronic shower" of ynéow energy protons and
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neutrons, and other hadrons. This shower, wheersag the scintillating tiles,
causes them to emit light in an amount proportidmdhe incident energy.

The newly created low-energy hadrons and the kriboki protons and neutrons
that get out of the plates are detected by therggevices, and the total signal
is proportional to the incident energy. Since hadroan initiate their shower in
the electromagnetic calorimeter, the signals froothbcalorimeters must be
combined to get the full hadronic energy. Electransl photons are already
absorbed in the electromagnetic calorimeter, sg tlee not reach the hadronic
calorimeter.

Figure 139: Part of the ATLAS hadronic tile calorimeter being constructed.

Muon System

Muons are the only charged particle that can trdwvelugh all of the calorimeter
material and reach the outer layer. The Muon Systetarmines the signs and
momenta of muons with better precision than thernracking system does. It is
able to measure momenta even at the highest luiti@®s

Muons interact with matter almost entirely througjieir electric charge.
However, because they are about 200 times moreiveassn electrons, they
are much less affected by the electric forces ef &dkomic nuclei that they
encounter. They therefore do not produce the same &f electromagnetic
shower.

They lose energy almost solely by the formatioelettron-ion pairs along their

path, and for a substance like steel or coppes,ahiounts to an energy loss of
about 1 MeV per millimetre of path. Thus muons véttergy above, say, 5 GeV
will penetrate about 5 meters of steel, whereasdmsdof almost any energy are
completely absorbed in about 1.5 meters of stemlisTenergetic particles seen
outside the hadron calorimeter are guaranteed touas.

7.8 Vertex Resolution

We have discussed the overall layout of a moderticfa physics experiment.
An extremely important application of semiconducti®vices is the vertexing
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and tracking detectors; the high precision corenokt experiment. Below we
provide simple arguments that dictate the resoiutat may be obtained.

7.8.1 Impact Parameter
Consider a simple two plane measuring device (gped-140)

2 ——
S xX2.y2

dl - ——
5 xlyl

Figure 140: Schematic of a simple two plane vertex detector. A particle is assumed to
emanate from (0,0) at a small angle to the perpendicular of the two planes positioned at
x1=d; and x,=d,. The point intersection with the two planes is recorded as y; and y,, and
X1 and x, are known. A straight line may be reconstructed through the two space points.
In general the line will “miss” the true generation point (0,0) by a distance, b known as
the impact parameter.

In two dimensions the passage of an ionizing parti@ough the two planes is
recorded and an impact parameter, the point oéstogpproach to the nominal
generation pointh calculated.

If we write the equation of the line connecting the points as

Yy = mx+ C (7.13)
the values oim andc may be shown to be
m=Y2"%
Xo = X
2 A (7.14)
c= X2 XY2
X=X

The point of closest approach is given by the s#etion of this line with its
perpendicular going through the origin

y= S X (7.15)
m
This point is
Xb:_mz—n:l’yb: m?+1 (729
Which yields
Y1X2 X Y2 (7.17)

\/m +1 \/Xz %)% +(v2- )°
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The aim of a vertex detector is to make a preaiskeagcurate measuremdmt

If we assume we have close to normal impact inigee@e of the dimensions
(the spatial separation of the planes) will be mgiater than the others e.g.
Xo = % > Yo— V;. In this case

b~ Y1X0~ XY (7.18)
X=X
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The properties of simple photodectors are described. Photodectors allow the conversion
of photons in the optical or near optical regions into electrical signals. Applications of
photodetectors as detectors in particle physics are discussed.

electrical signals. The process within the semicotm during this

conversion is essentially the carrier generationnigydent light followed
by the sensing of these carriers. Below we distitstshow this conversion takes
place and then the techniques used to detectehtriedl signal.

Photodetectors perform the function of convertingiag photons into

8.1.1 Absorption

When light falls onto a semiconductor it may beaasbed by several different
processes depending on the wavelength of the hght the bandgap of the
material.

We note here that the wavelength of the light iateel to the energy of the
photon by

1.24

A= um (8.1)

<o

Ephoton

If the energy of the photon matches the band gapansemiconductor (Figure
141(a)) then an electron hole pair may be create¢ldeaedge of the valence and
conduction bands, this is an intrinsic absorptidrthe energy of the photon
exceeds that of the bandgap Figure 141(b)) a phoepynagain be absorbed via
an intrinsic transition but to an excited stateisTéxcited state will in general de-
excite releasing energy into the crystal. If thergy of the photon is less than
that of the bandgap the photon will not be ableneke a direct transition and
absorption may only process either by an extritsiosition where additional
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phonon energy is gained from the lattice or to a-ba@andgap impurity state
Figure 141(c)).

Figure 141: Absorption of a photon with (a) hv=Eg, (b) hv> Eg (c)hv< Eq4

The absorption as a function of depth in the sendactor will be typified by an
absorption coefficient

P(x) = Pge 9% (8.2)

where the equation above gives the flux as a fanatif the depthx) into the
seminconductor. The absorption coefficient forsSslhown in Figure 142. Note
that when the energy of the photon is less tharbdmgap of Si (1.1eV) the

absorption coefficient drops dramatically. Thus@its to become transparent to
photons at wavelength of aboyir.

=2

Absorption coefficient

Fhoton energy he (eV)

Figure 142: Absorption coefficient of photons in Si.(1&2 Sze 1981 and Jellison and
Modine [1982]).
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The simplest photoconductor is composed of piecseaficonductor with two
ohmic contacts attached, Figure 143

Ohmic Contacts

Figure 143: Schematic of a photoconductor, showing a semiconductor sandwiched
between two ohmic contacts

The light falling on the semiconductor will generadditional carriers in the
material which, if a field is placed across thekbofl the photoconductor, will
give rise to a current that may be measured.

8.2.1 Operation

If a photoconductor is illuminated with a monochadmm light source of total
powerP on the are@d where (8.5)

A=wx L

(See Figure 143) then the number of photons agiyier second on the
photoconductor is

Ngen= P/ hv (8.3)

where the energy of each photoiis
Assuming that the thickness is much thicker tharatbsorption length i.e.
d>1/a (8.4)

then the number of electrons (holes) generateds@eond per unit volume will
be equal to

P 1
G=pn—0>00— 8.5
,7hv Lwd (8.5)

wherey is the quantum efficiency for converting photonselectrons. In the
steady state the number generated per second wuak the number that are
recombining per second i.e.

G=n/r (8.6)

If we apply a voltagey, across the photoconductor this will induce acteic in
the bulk given by
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Vv

E=— 8.7
: (8.7)

The current in the photoconductor will be
| p =0€wd = quun€ wd=( gny) we (8.8)

Where the photocurreri}, is expressed in terms of the drift velocity of the
electrons which have a carrier density, Substitutingh from Eq. (8.5) and Eqg.

(8.6) yields
P\( ur€
Iy = — || =/ 8.9
p=a(ng | ) 89
Thus defining the “primary” photocurrent as
P
I ph :q(qh_v] (8.10)
the ratio (gain) of the current to the primary mitafrrent is
I
gain = _P = /Jn—T(g = L
loh Lt
Where the carrier transit time is
t, = L (8.11)
Vd

8.2.2 Limitations

Photoconductors are limited by the dark currenth& active region. To get
extended wavelength sensitivity impurities may ddeal so the detector is more
extrinsic in its behaviour. However these impusitz&ld to the dark current in the
sensor hence limiting the sensitivity of the sensor

Another limitation is the recombination in the séwe region. One solution to
this is the use of Blocked Impurity Band detectors.

Diodes used as Photodetectors (photodiodes) affethar solution to improving
the behaviour of photoconductors. Photodiodes offer

* High impedance through the depletion region

* High impedance at elevated temperatures, compaitbd w
photoconductors

* Little recombination noise

» Great gain that allows photon counting.

8.3.1 Principle of operation

One of the simplest kind of photodiodes is therpphotodiode in which an
intrinsic piece of semiconductor is sandwiched leetwtwo heavily (oppositely)
doped regions. At the metallurgical junctions cleargnigrate from the heavily
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doped regions to fill any vacancies or accept aeg felectrons. A depleted
region is then set up within the Si. The two chasgeets (on the n+ and p+)
sides produce a field which, even without an exkfield supplied, will tend to
separate charges produced in the depleted regiensé@parated charges will be
swept to either terminal and be detected as amupr@vided that they are not
recombined.

Active Area Diameter ——

SiO, . O
I AR Coating r‘—l [ Anode (+)

N P+ J
Depletion Region

N-Type Substrate

N+

Contact Metal

Cathode (-)
0

Figure 144: Schematic of a p-i-n photodiode.

8.3.2 Construction

A typical photodiode may be constructed as shovavaf-igure 144. A thin p-
type region is implanted into an n-type bulk. Theregion provides the ohmic
contact as well as additional carriers. A depletregion develops as shown
above.

If a high enough reverse bias is applied to the tgdiode avalanche
multiplication may take place. The multiplicationllwesult in substantial gain in
the diode. A larger reverse-bias voltage resulis lerger gain. It should be noted
that increasing the reverse-bias voltage alsdtseisuincreased noise levels. The
main advantage of the APD over the p-i-n diodd&ésgain.

Large excess noise resulting from the avalancheiphcétion process places a
limit on the useful gain of the APD. The noise @sisbecause every
photogenerated carrier does not undergo the sartplation.

Photosensitive devices are used in many HEP apipisa They
may be used to detect light various sources e.g.

» Calorimeters (e.g. CMS experiment at CERN)
* Crystals (CLEO at Cornell, Babar SLAC)
* Radiation Sensors

» Optical Coupling for decoupling electrical signals
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DEVICES IN PARTICLE PHYSICS

STRIP DETECTORS

An introduction to strip based sensors using reverse based diodes is given. Simple
overview of the charge collection mechanisms in these sensors is provided, together with
a brief description of the fabrication technigues for strip detectors. The small energy
requtired to create electron-hole pairs compared with the energy lost per unit length by
an tonizing particle make Si an excellent material ont of which to construct position
sensitive detector.

9.1 Simple Sensors

ne of the simplest detectors to build is a revéiased diode. In Figure

145 a schematic of a reverse biased diode is shtbvthe detector is

depleted then effectively the whole of the bulklévoid of free carriers.
The only ones that will be generated in thermaililégjium are, to first order,
those from thermal excitation (that form part of dhark current) if the diode is
not exposed to any ionizing radiation includinghtig

9.1.1 Charge Collection

If the diode is kept unilluminated the passageooizing radiation through the
bulk will cause electron-hole pairs to be creatddles will drift towards the
negative potential on the pmplant and electrons towards the positive pdaént
on the ohmic contact.

The field within the depletion volume of a fully mleted diode was given in
chapter 3 and, in the broad n-type depletion regares linearly

E(x) :w (9.1)

With the depletion voltage being
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2
_gNpd
Vdep‘ 2

Under the condition the diode remains fully depdetaut not over depleted, we
may write

(9.2)

£(x) = 20; ~Diep 9.3)

+

|
Y

Figure 145: Schematic of a reverse biased n-type diode. This diode has a heavy p-
implant on one side and n+ implant to provide ohmic contact on the other. Electrons
move towards the p-implant. Holes will drift towards the n* side.

The field within the depletion volume of a fully mleted diode was given in
chapter 3 and, in the broad n-type depletion regarres linearly

g =Tl (9.4)
With the depletion voltage being
2
_9gNpd
Voo = 9.5
dep 2 (9.5)

Under the condition the diode remains fully depdetaut not over depleted, we
may write

£(x) = 20; ~Diep 9.6)

If we apply an overvoltage this becomes

2(x-d V-V
E(X) = (); : )Vdep_ ddep (9.7)

As the electron moves towards tHeohmic contact its drift velocity remains
connected to the electric field by
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Ve(X) = ~nE(Y (9.8)

Equations (9.7) and (9.8) give a relatively simgliiéerential equation for the
electron velocity as a function of position whidnde solved (see for example
Lutz) starting a positiorg

_ Vdep
V+ Vdepj| 2/un

Ny "t
ve<t)=u{ d;pr— 5 ¢ (9.9)

There be a similar differential equation for tleehvelocity as a function of

time.

V+V 2 V“e"t
dep} o Ho g

(9.10)

A
Ve(t) =—up{ d;%— .

The current induced by a moving charge with veloititthe circuit is given (see
the next section) by

=== (911)

Thus a simple expression can be formed that gheestuced current at any
time i.e.

i(t) =iet) +int) (9.12)

This current may be plotted for a sample diode &@fo over depletion, Figure
146. As the hole has a lower mobility it continoartduce a current after the
electron has arrived at the plate. The transitime for a charge produced in the
middle of in fully depleted diode for both holesdaglectrons is of the order of

2
t~ o{ d } (9.13)
4/Ndep

l.e. for a 300 micron thick diode at the depletmltage of 70Volts and a
carrier mobility of 1700cAiVs the approximately 2ns.
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Figure 146: Signal for separation of an electron-hole in a diode. The e-h pair is created

in the centre of the diode. The electron current is the dashed line, and hole current the

dot-dashed line. Note the hole current is still arriving after the electron current is finished
(after Lutz)

9.1.2 Ramo’s Theorem

Above we assumed a form for the induced currenvrmn of the electrodes. In
fact a general theorem exists (called Ramo’s orStieokley-Ramo Theorem)
that in its general form states that the currentuced in electrode
j due to a moving charge at point P is

I =qvle (9.14)

The derivative is that of the electrostatic padrihat occurs when we put a unit
voltage on electrodeand keep all other electrodes at zero potent@ligtknown
as the weighting field.

For the case of the parallel plate capacitor (ode]) we can easily obtain the
epression used above, (9.11). In general when we m@re complex weighting
fields, that it becomes critical to know the elestatic potential in the detector.
Note also than in many cases, Figure 147, thaitgtreely the biggest current is
induced close to the strips in the high field regiélso if a particle is moving at
right angles to the weighting field that little cent is induced.

152



WEIGHTIRG POTENTIAL

Figure 147: Weighting filed for a strip detector. Note the field is high close to the strip

coordinate (at 300 microns), and thus the large currents are induced close to the high
field region i.e. strip.

9.1.3 Minimum lonizing Particles

As an ionizing particle passes through matter sef energy through elastic
collisions with electrons. For particles with morterbetween 10MeV/c and

100GeV/c the rate of ionization loss is given apprately by the Bethe-Bloch
Equation

E:Dzzne In 2mc,2y2 —,6’2— (y)
dx g2 I 2

(9.15)

Where x is the distance travelled through the madim is the electron mass and
Z is the atomic number and

2,2
D =21 _ 5 11025 Meven? (9.16)
m
For a Si the dE/dx (for protons) is minimum at abOukeV which would
predict the creation of 110electron holes pairs/amc The actual figure is
measured to be about 80 e-h pairs per micron. Tiferehce between the two

being accounted for by energy lost by the incideatticle to the lattice via
phonon interactions.
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Figure 148: dE/dx for protons in Si

For a 300 micron thick sensor we expect of orde@@de/h pairs to be created
on the passage of a minimum ionizing particle tgtouhe sensor. Given a
collection time of approximately 2ns the peak corrgenerated due the
deposition of this charge is approximately given by

_24,000x 1.6 10"
2x107°

The dark currents (saturation currents) must bet lapleast 2 orders of
magnitude below this in order to have a useableatiet.

| ~O(1A) (9.17)

9.1.4 Landau Distribution

The most probable value of the energy depositedipie length is given by the
Bethe-Bloch equation. However each passage throuakrial is the sum of a
series of stochastic events and the actual enezggsited is distributed around
this mean. The form of this distribution, for tHayers, was first calculated by

Landau and given by

AN == [ e5109(9+ 5gg (9.18)
2i 7T C—lo

The most probable value ¢ andA is a dimensionless number proportional to
the energy loss. The Landau distribution possesdesg “tail’, see Figure 149
which means the mean energy loss is much greaerthie most probable value.

154



Afx (MaV g !em?*)

QS0 L0 Lol =00 .60
o e e e [ e g e e g g
1o TREI 500 KeV pion in silicon
.-' [ Gd0 Um i 149 mg-tmgﬂl
o8- . 1 SO Umi74T mgm;'l 4

LD um (37 4 mg“m;
&0 ym (L5T mgcm™)

_..1 Qe | -1
b -y L -
04 Y ]
f [ " Y hlean enargy
{ s lossrate
i T e h
oz
"'~=.,_h_
1 f e -
|:||:|I..|-..|| A i8 kb id b L ||.--| aakk |-:--\_J
LoD 00 00 SO0 S0 (SR
Afx (eViam)

Figure 149: Landau distribution for 500MeV/c pions in thin silicon.

9.1.5 Diode Bulk

The diode considered above was n-bulk diode Thie tmaly of course be either
n-type or p-type and may be either partially otyfulepleted. Note that for the n-
bulk detector the depletion zone grows from theimplant towards the n+
implant with increasing (negative) voltage appliedhe p+ connection. The p-
bulk depletion zone grows from the n-implant sidghwncreasing (positive)

voltage applied to the p+ connection.

T 'Vb<'Vdep T 'Vb>'Vdep

p+ p+

Partiallv depleted

¢ n Fully depleted n

T Vb<Vdep T Vb>Vdep

p+
T
? Fully depleted

D
Partially depletidn

n+

Figure 150: Diagram showing both p and n-bulk diodes in reverse bias both partially and
fully depleted.
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The diode detector is, in itself, not a particojamkeful high resolution device.

The assembly of many individual, tiny diodes, tonfoa large area tracking

device would be both a laborious and expensive. tAskh diode would also

possess dead areas around the edge of the si#iadimd) to excess material, the
need to overall and excessively complicated mognéissemblies. In order to
achieve high resolution we try to segment the readbthe diode detector.

9.2.1 Principle of Operation

In its simplest form the diode could simply have glimplants placed as strips.
with Al lines added on top of thé pto conduct any current to the amplifiers with
pitch, d. Figure151. Note the Al is directly in contact with implarftence the
nomenclature DC; any dark current in the sensdrb&ilan input to the amplifier.

Al |[—— 4 — Y
‘H—u*_u__:__
P 1 2 3

n éh

Figure 151: Diode split up with strips on p+ implant side

As long as the “cell” dimension is much larger tlaany diffusion length then any
charge generated (or injected) into the bulk withitentre of a cell (e.g. cell 2 in
diagram above) will only induce a large averageeni on strip 2. Note that
although all the holes in cell 2 will end up ons@ that does not imply that the
weighting field of strip 2 is zero outside of tleal. Charge moving directly up
the real field lines (not the weighting field linegill produce net zero current on
adjacent strips. Figure 152.
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Figure 152: weighting field in simple strip detector. Charge far away from a strip tends to
produce small bi-polar signals.

9.2.2 Geometrical Considerations

The precise choice of the geometry of the segmediede will depend on
applications. There is no need for the strips tatps at all, they may be pads
or even concentric circles. The basic consideratare

» does the pattern match the needs of the experiment?

* is this pattern consistent with the propertiesilafan e.g. compatible
with diffusions distances>

*  Will the segmentation yield a useful signal tosaoand (closely linked)
an adequate spatial resolution?

These issues will be dealt with in separate sestimwards the end of this
chapter.

9.2.3 Readout Schematic

A typical readout schematic for the DC coupled eexigs shown below in
Figure 153. The p+ implants are kept at a negatlage with respect to the n+
side of the sensor by applying a positive biaseort+ side. The amplifier inputs,
if wired “normally” will be close to ground poteatiallowing the sensor to be
biased.
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Figure 153: Schematic for the readout of a simple p'n strip detector. The implant lines
on the p+ side are kept at a negative voltage by the input to the electronics that will
normally operate close to ground voltage

9.3.1 Principle of Operation

The AC coupled detector is designed to over commajar obstacle with the use
of DC devices, that of the dark (reverse) currarthe diode. Not only may this
overtax the amplifiers driving them into saturation still seriously reduce their
dynamic range, but also the noise on the currelhaigbd tend to mask the small
high frequency signals from particles that we wistiletect. An obvious way of
overcoming this problem is to use capacitative tingpto the readout
electronics

The circuit for achieving the AC coupling is shobglow.
Ct

Cis . Rf
A1 /H_\ [l 1 =) .d —I_—f\/\/\ﬂ_

Figure 154: Schematic showing how AC coupling of the implant to the amplifier input
may be achieved.

Critical to the functioning of the AC coupled ddtecis that the decoupling
capacitanceCqy must be large compared to the interstrip capao#dlys, the
interstrip capacitance, anGs, the capacitance to the backplane. A chajge
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signal arriving on the p+ implant will induce a ojp@q. on the input of the
amplifier

Cd
Cq +Cspt >, Gi
j

e = o ) (9.19)

where we have summed over all the interstrip cégace. In order to not to
“lose” charge to the adjacent strips it is necgssarmakeCy about 100 times
larger than the other capacitances.

Note that it is also necessary to bias

the implants. If the implant is not | D
kept at the correct potential relative to K

the bulk then depletion will be lost. ,_D_
The capacitor alone does not permit

us to hold a DC voltage as the reverse r

bias current would simply discharge

the capacitor. This it is necessary to
apply a separate bias resistor, R, to

allow the strips to remain biased. e T
If the value of the bias resistor is tooy ¥ T
low , of order of a few ohms, (or we

tried to simply provide a ground
S.hort ) ‘:[0 tf’l,e strip then any curren Figure 155: Resistors and decoupling

W'_” _be lOSt_ to groun_d_ rather than capacitors.The values of the bias

driving the input amplifier. Thus We resistors must remain high to avoid

need to provide a high resistanc shorting all the strips

between the p+ implant and grounu.

This has the crucial effect of also isolating srifrom each other. If the

resistance to a common line is low then in effdldihe strips on a detector would

be shorted leading to a spreading of the chargesadhe entire detector and a
loss of signal.

If a typical bias voltage is of order 100V then amder to maintain the
equilibrium in the system, (and resolution as wk sge later) it is desirable that
this bias voltage does not change. In particuldahef current induced from the
moving charges is of order ofud then this will induce a voltage change of over
a volt in a M2 resistor. Thus we try and keep the effective bessstance to be
of order 1M2.

9.3.2 Fabrication

The fabrication of AC coupled detectors is more plicated than that of DC
detectors. If a large area array with many strgpseguired then the only viable
low cost option (for readout strips of pitch lesmrt about 1mm pitch) is to
integrate the resistor mechanism and AC couplihg time sensor.

The AC coupling This is achieved by separating thwlants from the
aluminium readout lines with a thin (~ @ thick) oxide layer. This high
quality oxide is usually thermally grown and capatively couples the implant
to the readout line.
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Figure 156: Schematic of AC coupled strip detector showing the thin thermally grown
oxide layer below the Al lines.

9.3.3 Geometrical Considerations

As soon as we move away from the simplest stridel&ructures the parameters
it becomes difficult to define simple algorithms the geometrical design of the
sensors. Detailed simulation, as shown in our @raph simulation is always
used to check the field and potentials within gipalar design in order to avoid
high field which may lead to break downs, whilstioysing the weighting fields
to give the biggest signal possible and the bestiugon.

As with the DC couple sensors the implant and rizaébn on the strip side
should be designed to match the application, aghailne majority of devices
used have a simple repeating strip geometry.

Although it is advantageous to have wide stripgh&sminimizes the resistance
of the aluminium strips and increases the capamtao the implant, wide strips
will also tend to have a larger interstrip capawe

In addition it is necessary to plan the layoutha sensor to allow for the biasing
mechanism to be integrated onto the wafer, whilstimzing the amount of
dead area.

9.3.4 Technical Limitations

Two of the most important technical problems fois tkind of sensor have
already been mentioned. The requirement to designiraplement the biasing
mechanism in a reliable fashion and the difficiftymplementing a high quality
decoupling oxide.

Should the oxide develop pin-holes (i.e. a diremttact) between the implant
and the input of the amplifier it is usual that gegticular strip and its immediate
neighbours are no loner useable or sensitive fossiph. Either because the
amplifiers channels have saturated or become veigynor in a more extreme
case where many pinholes have developed on diffenpit channels to the
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same ASIC, that the input amplifiers are driveroiain unstable mode. Thus
great care is taken in producing oxide that costéew defects.

Typically for modern strip detectors, depending reanufacturer and process,
one observes about 1 pinhole for every 1-10fMOS structure.

9.4 Strip Bias Techniques

One of the biggest problems in fabricating thesesers is the biasing. There are
three common techniques in use today. The firsttoisdeposit a doped
polycrystalline silicon structure that acts ass&sito connect the implants to a
nominal bias voltage. This technique is favouredigh radiation environments.
The other two, reachtrhough and FOXFET, use a msot#le techniques to
achieve the same effect but are more sensitiveniaing radiation.

9.4.1 Polysilicon Resistors

The deposition of polysilicon has alread{”
been described. As we would expect t :
electrical characteristics of a poly-Si thin®
film depends on its doping. As in singles - -
crystal silicon, heavier doping results i =
lower resistivity. Poly-Si is more resistive "
than single-crystal silicon for any givem: .
level of doping mainly because the grain -
boundaries in poly-Si hamper carrief’

mobility. B

By controlling the doping a thin sheet 0”

polysilicon with known properties may bi Figure 157: Polysilicon resistors on
produced. By laying out the appropria a Si strip detectors
geometry, usually a long snake like structure,damgsistances of order of IM
may be produced. Space must be reserved on the foatbe resistors; as many
resistors as there are strips must be imaged.

The resistivity of polysilicon i