

                                                                      [image: Slide1.jpg]



                                                               FINAL REPORT 
                                                                             OF
                                                FP7-PEOPLE-2012-ITN, 317446,
                                                       INFIERI
                    INtelligent, Fast, Interconnected and Efficient devices, 
                       for frontier exploitation in Research and Industry
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The aim of the INFIERI network aims is to establish a training network for the development of intelligent devices and tools for cutting-edge applications in Astrophysics, High Energy Physics, Medical Physics and Telecommunications. It is an inter-disciplinary multi-national initiative which to will train a new generation of young physicists and engineers to apply in a new domain of the latest high technologies for building in new instruments able to confront the pPhysics challenges of the next decades or the and to provide the next generation of Medical Imaging devices.
The scientific and technological objectives of INFIERI are given based around a set of 6 main work packages, each addressing each challenging scientific and technological goals. This report describes the work achieved by theis consortium since its start on February 1st 2013. The first part of the report consist of one section dedicated to each work package.  It will follow the sequence in one section per each Workpackage. The last 3 sections will be are dedicated to the Training (section 7) and, the Outreach and Dissemination carried out within the network. (section 8). The  and the final section discusses the Management of the project (Section 9).
The INFIERI project is addressesing very innovative aspects in both scientific and technological topics, which have evolved rapidly even during the duration of the project.are evolving very fast over the whole duration of the project. Therefore The strategy of the network has been to modify its some of the scientific and technological objectives of this project are evolving as well very fast. The network has thus modified accordingly its initial plans to cope with this fast evolution. This is also reflected in some modifications of the planning for hiring the ESRs and ERs in the network.
1. [bookmark: _Toc278041569][bookmark: _Toc278041749][bookmark: _Toc278041955][bookmark: _Toc278043375][bookmark: _Toc278044507][bookmark: _Toc278044552][bookmark: _Toc278044788][bookmark: _Toc278045053][bookmark: _Toc278045302][bookmark: _Toc278045377][bookmark: _Toc278045523][bookmark: _Toc278045634][bookmark: _Toc278535423]WP1 – intelligent Front-End Data Processing reduction
One of the original The originality and innovative aspects of our projectINFIERI is the introduction of by introducing advanced data reduction and processing techniques at the Front-End (on detector) Electronics (FEE) level of the scientific and medical imaging instruments it is developing, in all the applications considered by INFIERI. This “real-time” analysis is based on an real time understanding of the underlying pPhysics and medicine. or possible diagnoses and has beenThis widely was addressed and studied in the first part of the project by through intensive an intense activity on “feasibility studies”. Success in this the endeavor It also requires a deep understanding and of close handling on the development of the FEE and sensor technologies associated withto the instruments. This is the case in this project withHere, the a FE f  sensors are silicon photmultipliers (SiPMs), new silicon strip and pixel technologies, while the FEE are largely related to new technology related mainly to the SiPM technology and new Si strips and pixel FEE ASIC developments. Members of the INFIERI network are taking an active part toin the development of these two types of FEE devices. The SiPM technology is widely used in Pparticle Physics and more and more in Medical Physics as well as Astrophysics. Pixel technology is as wellalso essential to Particle Physics in some key -detector ing  areas sectors (especially at the core of the event where the particles are produced) but also in Medical Imaging applications such as Medipix and in Astrophysics.
[bookmark: _Toc278041570][bookmark: _Toc278041750][bookmark: _Toc278041956][bookmark: _Toc278043376][bookmark: _Toc278044508][bookmark: _Toc278044553][bookmark: _Toc278044789][bookmark: _Toc278045054][bookmark: _Toc278045303][bookmark: _Toc278045378][bookmark: _Toc278045524][bookmark: _Toc278045635][bookmark: _Toc278535424]1.1 WP1 – The HEP case
An important part of the work dedicated to this WP has been conducted in the framework of the CMS detector upgrade for the High-Luminosity phase of the LHC  (HL-LHC) collider at CERN. In this context, we considered the data processing challenges associated with reconstructing the trajectories of charged particle tracks in the CMS Silicon Tracker sufficiently quickly for use in the “First Level Trigger” (L1). 
Two different scenarios have been considered, according to the Annex 1 table of deliverables: the first one addresses the case of the CMS Outer Tracker where the data rates are more manageable; the second case is more challenging and deals with the pixel detector located close to the interaction point. Whereas in the case of the outer tracker, the Front-End Electronics was already well advanced and thus the work in INFIERI has been focusing on the L1 track finder, in the case of the pixel detector, work on the pixel sensors and associated FEE was still in its infancy at the start of INFIERI, and this explains the difference in activities especially within the WP1 package.
This is also why in the pixel dedicated section the work has been naturally extended not only to the CMS case, but also to the ongoing collaborative R&D activities, for HL-LHC, on new pixel sensors technologies with embedded Front-End electronics and on advanced Front-End Electronics. These activities are undergoing in the framework of the RD53 [1] and the MEDIPIX [2] international collaborations; INFIERI partners (full and associated partners) are actively participating to these two R&D’s and several hired EU fellows have been involved in them. Therefore the WP1 activity related to the pixels apply not only to the CMS pixel upgrade but also to the ATLAS and the LHCb experiments upgrades. It also has important and close collaborative impacts on some aspects of the Medical Imaging; this is especially the case for the activities led by NIKHEF (LHCb, RD53 and Medipix). Likewise some developments on new sensors as the ones on HV-CMOS new technologies are of interest for Astrophysics experiments, as CTA for instance.    
1.1.1 [bookmark: _Toc278041571][bookmark: _Toc278041751][bookmark: _Toc278041957][bookmark: _Toc278043377]The Outer Tracker L1-trigger feasibility study for CMS

A CMS Silicon Tracker design for HL-LHC has been developed in a collaborative effort led by the CERN Associated Partner with other CMS groups and is sketched in Fig.  1.1. We studied the possibility of reconstructing the trajectories of charged particle tracks in the outer tracker (radii between 20 and 100 cm), with transverse momentum (pT) above a few GeV/c, and doing so sufficiently quickly that these tracks could be used for the L1 trigger decision.
                    [image: ]        
Figure 1.1: A quarter of the CMS Upgrade Tracker layout. The blue and red lines correspond to the pT-modules (see text) for the Outer Tracker. The yellow and light blue lines are the Inner pixel detector (see text).
The CERN Associated partner contributed to the design of the so-called pT-modules: these are made of two closely spaced (a few mm) silicon sensors, readout from the same electronics. Each cluster pair is then retained if compatible to be produced by a sufficiently high pT track: a threshold of about 2 GeV/c corresponds to a data reduction of an order of magnitude and is sufficient to the purpose of the L1 trigger. There are two types of modules: those at large radii, made of two silicon strip sensor, and those closer to the beam composed of a Silicon strip sensor and a macro-pixel sensor. CERN is developing a small prototype for the innermost layers, readout by the same electronics[footnoteRef:1].  Its features are sketched in Fig. 1.2. [1:  D. Ceresa (CERN), presentation at the WIT2014 workshop] 
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Figure 1.2. Exploded view of the Pixel + strip pT-module components (left), 3D view of the assembled module (upper right), and a sketch of the Front-End electronics.
These hit-pairs (stubs) are then transferred to some electronic boards (sitting off-detector) that perform track reconstruction, using the information of all layers. Within the context of INFIERI, two alternative proposals exist for this electronics. One uses custom `associative memory’ (AM) chips in combination with FPGAs, developed by the INFN, FNAL and CERN communities, and the other, named “TMTT” (Time Multiplexed Track Trigger), uses only FPGAs and is developed by STFC, CERN (INFIERI partners) and other non-INFIERI collaborators, i.e. KIT and Vienna. These groups have studied the best detector partitioning to perform track reconstruction. In both cases, the Tracker is segmented into 8 octants in the azimuthal angle perpendicular to the beam line. 
In the case of the AM solution, the Tracker is further segmented into six divisions in pseudorapidity, as shown in Figure 1.3. 
[image: ]
Figure 1.3. Outer Tracker tower segmentation for the AM solution on the left hand figure, 6 pseudorapity regions are clearly visible. In the transverse plane, 8 sectors are visible in the azimuthal angle (right).
In particular, they concentrated their efforts in performing pattern recognition using a chip originally developed by INFN, based on the concept of Associative Memory (AM). FNAL is also working to develop an AM chip based on Vertical Integration[footnoteRef:2]. One study[footnoteRef:3] was oriented to the dimensioning of the chip parameters (the pattern density and the speed). Central pseudorapidity towers or forward ones require about 0.5 million patterns, while those at intermediate pseudorapidity need 1 million patterns to achieve nearly 100% efficient pattern recognition. The matched patterns (that are a collection of hits compatible with a candidate track) are then sent to a combination engine that extracts the best combination of hits in all layers to be fitted to a common track. We have developed two such combination algorithms. The first one is a fully combinatorial one that selects all possible combinations of hits. A second algorithm combines all possible hits in the innermost three layers (that have full 3D information) and extrapolate them into the outer layers: for each layer the closes hit to the extrapolation is chosen. Track candidates are then fit using a Principal Component Analysis technique: in each trigger tower it consists of a scalar product of a precomputed matrix with the vector of the hit coordinates added to another precalculated vector. This fit is very fast (can be run in FPGA at a rate of approximately 500 MHz) and uses very limited constants. The performance of the track fit is excellent. An example of the results is shown in Fig. 1.4. Another effort[footnoteRef:4] was concentrated in the problem of data distribution using fully meshed Advanced TCA crates, which are the state of the art of telecommunication technology.  [2:  J. Hoff (FNAL), presentation at the TWEPP2014 workshop]  [3:  F. Palla (INFN), Oxford INFIERI workshop ]  [4:  T. Liu (FNAL), WIT2014 workshop] 
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Figure 1.4. Relative pT resolution (left) and longitudinal impact parameter resolution as a function of pseudorapidity (right) in events with two top-quark decays overlaid to 140 or 200 pileup   events on average. Both 68% coverage (standard “error” definition) and 90% coverage are shown.
The efficiency for tracking muons within the A.M. case, in top pairs (ttbar) produced events plus pileup is shown in Fig. 1.5 here below.
[image: ][image: ]
Figure 1.5. Efficiency for muons with pT>8 GeV in ttbar + Pileup events as a function of pseudorapidity (left) or pT (right) (A.M. case)
In the case of the TMTT proposal, the concept could be demonstrated using pre-existing high-speed data processing cards, known as MP7, each equipped with a Xilinx Virtex7 FPGA, with cards communicating with each other via optical links with a total bandwidth of ~1 Tb/s. Effort could therefore be focused on the track reconstructon algorithm development, its implementation in firmware, and a study of its performance on the hardware demonstrator. Fig. 1.6 shows the typical performance of the chosen tracking algorithm, which satisfies CMS requirements.
                                                   [image: ]
Figure 1.6. Resolution in longitudinal impact parameter as a function of pseudorapidity, obtained with the TMTT proposal when reconstructing tracks in high Pt jets within simulated t-tbar events taken with 200 pile-up
The study performed in Workpackage 1 on the L1 Track Finder with the Outer Silicon Tracker has been the basis of the work implemented in WP4, 5 and 6. Several EU INFIERI fellows both from INFN (Giacomo Fedi (ER1)) and from STFC at RAL and Bristol (Davide Cieri (ESR11.1), Luigi Calligaris (ER2) and Luis Ardilla Lopes (ESR11.2)) have actively contributed to it:
[bookmark: _Toc278041572][bookmark: _Toc278041752][bookmark: _Toc278041958][bookmark: _Toc278043378]1.1.2: A Silicon pixel vertex detector L1-trigger 
Another main part of the INFIERI HEP project is studying the possibility to use the information of the Silicon pixel vertex detector in the L1 Trigger. In the CMS case, the microvertex is located at a radial distance between 3 and 16 cm from the collision point. Unlike the Outer Tracker, the Pixel detector upgrade for the HL-LHC is still under design with a number of items to be yet decided. Therefore the INFIERI teams involved in this study has the possibility to provide useful contributions and even to impact on the design and construction of this crucial detector.
          The choice of the new pixel technology is not yet done and the Front End ASIC to equip the detector is part of an extended R&D[footnoteRef:5] at CERN for both ATLAS and CMS experiments. CERN, FNAL and INFN and to a less extend NIKHEF (see Section 5) research units are contributing to this R&D. It is an asset for INFIERI to have partners that are contributing to this key element in the pixel signal processing chain. The two main challenges for implementing such a device at Level1 are the bandwidth and the Level 1 trigger latency (see also sections WP4, WP5 and WP6). [5:  RD53 project. http://rd53.web.cern.ch/RD53/ ] 

Let’s remind here that INFIERI considers primarily the application to the CMS experiment. However (especially on this topic) they are a number of common issues with ATLAS and this project keeps a close eye on both cases; several INFIERI institutions are involved in ATLAS: Liverpool, Nikhef, Oxford and INFN-Pisa. 
1.1.2.1:  A Silicon pixel vertex detector L1-trigger: feasibility studies
The pixels vertex detectors are essential devices to reconstruct (i.e. ‘visualize’) the events produced in High Energy Physics experiments. Studying the potential interest of including ‘’intelligence’’, in the signal processing of these devices has been the first aim of the INFIERI project, through a major activity dedicated to feasibility studies. By including ‘intelligence’, we mean, as in the outer track trigger case, being able to use the front end signal processing for improving the real time  selection and identification (Level-1 triggering) of some of the key fundamental Physics objects produced in the High Energy Physics interactions. 
A first set of results were obtained in the first year of the project and reported in the Midterm Report (deliverable 1.1). This activity has been carried on, over the full duration of the network[footnoteRef:6]. This is because, unlike the Outer Tracker case, the use of the pixel detector was not yet part of the baseline upgrade for CMS at HL-LHC, due to the particularly harsh environmental conditions of this detector.  [6:  CMS DN-15-008, CMS Detector Internal Report, D. Christian et al.] 

The important effort on advanced feasibilities studies  has been carried on, within INFIERI in collaboration with the CMS upgrade activities. These simulation studies focuse on evaluating the added benefits of a Level 1 pixel trigger,  for the following main cases:
· Triggering electrons (with outcomes on the tau-leptons triggering) 
· Identifying the electrons due to bremstrahlung 
· Very precise identification of the primary vertex of the events
· Triggering on b-quark initiated jets (b-tagging)

The L1 pixel based trigger activity, led by INFIERI and conducted by CNRS in collaboration with LIP, Seoul National University (SNU), FNAL, partly CERN, and non-INFIERI CMS teams (e.g. Cornell U., Saha Institute, SPRACE-UNESP), is one of the flagship of INFIERI program. The feasibility studies are instrumental to the other related activities aiming to realistically build such a real time signal filtering (see next two subsections and WP4, WP5 related subsections).
The two main challenging issues for building such a L1 trigger are the bandwith and latency. To confront them and unlike the L1 outer tracker, the L1 Pixel based trigger must be a seeded trigger.
The feasibility studies dedicated to the electrons and b-tagging triggering have thus considered two cases :
1. The L1 pixel trigger is seeded by the corresponding Level 1 electromagnetic calorimeter tower : this is for the L1 electron triggering ;
2. The L1 pixel trigger is seeded by the L1 outer track trigger : this is for the b-tagging trigger.

The seeded trigger is thus defined by a ‘Region of Interest’ (RoI) in the detector.  This RoI defines the delimited region in which the hit signals will be considered and processed. This RoI trigger strategy thus drastically reduces the bandwith, which thus is not anymore an issue.	Comment by Microsoft Office User: Maybe better to change…
The seeded trigger is thus defined by a ‘Region of Interest’ in the detector to drastically reduce the bandwith, and in this strategy it is not anymore an issue.
These simulation studies are all based on the pixels cluster and not the single pixel hit.  Considering a seeded trigger and the clusterized pixel information are important facts in the concept of this signal processing architecture (see next subsections).
a) Level 1 electron pixel based trigger:
It only uses the pixel information. The purpose is to develop a Level 1 fast pixel track algorithm to reconstruct the electron track from the signal processing of the pixel tracker. This part of the feasibility studies led to develop a fast ‘real time’ algorithm, Pixtrk that will serve in a realistic benchmarking platform.
The L1 electron trigger algorithm, PiTtrK,[footnoteRef:7] matches the pixel tracks with the L1 electromagnetic (EM) cluster in the region of interest as described in Fig. 1.7. The choice of the matching variables and their window size lies at the core of the procedure of the pixel track algorithm PiTtrK. The  signal window of PixTrK is designed separately for electrons and positrons (only way to take into account the B-field at Level1). The signal window is obtained by matching pixel track segment and L1 EM cluster; a 3σ boundary of the Gaussian fit is determined as a function of the L1 electron/Photon (e/γ) transverse energy (ET). The result is based on a single electron gun sample (i.e. single electrons generated events) without pile-up events.	Comment by Microsoft Office User: PixTrK	Comment by Microsoft Office User: PixTrK [7:  C.S. Moon and A. Savoy Navarro, “Level-1 pixel based tracking trigger algorithm for
LHC upgrade”, Journal of Instrumentation, JINST 10 (2015).
] 


Figure 1.7 gives a sketch of how this algorithm works.

[image: /Users/jhkim/Desktop/version2.png]
     Figure 1.7 : Sketch of the different steps to perform the pattern recognition and track reconstruction with the Fast Level 1 (real time) algorithm : Pixtrk
This algorithm is indeed a ‘’translation’’ (simplification) in real time of the data processing performed by the High Level Trigger (HLT), of the matching of the Pixels hit information with the EM calorimeter. This HLT data processing aims to refine the  selection and identification of electrons (particularly versus Photons) provided by the Level 1 calorimeter trigger.	Comment by Microsoft Office User: pixels
PiTtrK proves to perform quite well in a number of cases that have been extensively studied and reported all along in various INFIERI workshops as well CMS collaboration meetings and conferences. Here below some of the main results	Comment by Microsoft Office User: PixTrK	Comment by Microsoft Office User: LHCC poster: https://indico.cern.ch/event/608530/#110-cms-level-1-pixel-track-tr
Figure 1.8 (left) shows the efficiency of the L1 Pixel Electron Trigger measured as a function of the pseudorapidity () of the generated electron. The efficiency is measured using a single electron sample with <ET>=35 GeV and an average number of pile-ups <PU>=140. For each event, the closest (R<0.1) L1 e/γ object to the generated electron is selected. The efficiency is calculated for the L1 e/γ objects as the ratio of the number of L1 e/γ objects passing the PixTRK algorithm with the number of selected L1 e/γ objects with L1 ET>20 GeV and ||<2.5. The result is compared with the efficiency obtained by an algorithm matching L1 e/γ objects to L1 tracks from the Outer Tracker and applying in addition in this case, an isolation requirement with respect to the neighbouring L1 tracks. It can be seen that the L1 Pixel Trigger keeps a high efficiency of 90% in high  region, unlike the L1 Outer Tracker Trigger.
The L1 single e/γ trigger rate as a function of ET threshold is shown for ||<2.5 in Figure 1.8 (right). The rate is computed with a sample of minimum bias events and an average pile-up,  <PU>=140. The red curve shows the L1 single e/γ trigger rate from the EM calorimeter only trigger.  The blue curve shows the rate obtained with the PixTrK pixel-based algorithm. The black curve is provided by the L1 tracks from the Outer Tracker. At 20 GeV ET threshold either L1 Pixel Detector or L1 Outer Tracker can reduce the L1 single e/γ trigger rate by a factor of about 10 as compared to the calorimeter trigger only. This corresponds to the lowering of the L1 single e/γ trigger ET threshold from 35 GeV to 20 GeV at 30 kHz. In addition, a factor of 2 better performance is obtained if the EM calorimeter cluster is reduced to a single crystal as it will be at the Hl-LHC upgrade. 	Comment by Microsoft Office User: PixTrK
This indeed shows that using the pixels only information allow improved performances with respect to the calorimeter only L1 EM trigger and even the L1 outer tracker for Level 1 electron triggering. Another important asset is:
b) Level-1 identification of electrons produced by Bremsstrahlung.
The pixel detector is less impacted by the electron bremsstrahlung than the outer tracker. This is because there is much less material when particles travel through the pixel detector than when traversing the whole outer tracker system.
The study of the effect of the bremsstrahlung on the electron efficiency of the L1 pixel trigger and comparison with that of the outer tracker has been done. Figure 1.9 shows the effect of the bremsstrahlung on the detector efficiency of the L1 pixel (using PixTrK).  In the left plot, the red curve labelled as “No bremsstrahlung events” gives the efficiency for electrons with energy loss due to bremsstrahlung less than 10%. The inefficiency due to bremsstrahlung is less than 5% for all the ET range and this is a relatively small effect when comparing with the L1 outer tracker result in this case where the efficiency drops up to 15% for electrons with 20 GeV ET (DN-14-002). The L1 pixel detector achieves 80% efficiency even for the cases when the L1 outer tracker tracks are not matched to L1 e/ objects as shown in the right plot. 
            [image: ../../../Volumes/JunhoKim/Backups.backupdb/Junho_Kim’s%20MacBook%20Pro/2016-12-27-174429/Macintosh%20HD/Users/jhkim/Desktop/Pixel_plots/efficiency/dphi_fixed/efficienc][image: ../../../Volumes/JunhoKim/Backups.backupdb/Junho_Kim’s%20MacBook%20Pro/2016-12-27-174429/Macintosh%20HD/Users/jhkim/Desktop/Pixel_plots/rate/rate_central_sample/dphi_fixed/]
Figure 1. 8. Left: Electron Trigger Efficiency provided by the L1 Pixel Trigger (blue) compared to the one obtained with the L1 Outer Tracker(black) as a function of the pseudorapidity (related to the angle of the trajectory with the beam axis) and for electrons with > 20 GeV transverse energy. Right: L1 Single electrons trigger rates with the L1 pixel (blue), L1 outer tracker (Black), L1 calorimeter (red)
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Figure 1. 9. Left : The effect of bremsstrahlung on the efficiency. Right : The efficiency of L1 pixel detector when L1 outer tracker track fails due to bremsstrahlung. 
c) Level 1 pixel-based b-tagging and very precise vertexing[footnoteRef:8] : [8:  C.S. Moon, “A Level-1 pixel-based track trigger for the CMS upgrade at High Luminosity LHC” ICHEP 2016 International Conference, Chicago (USA) August 4, 2016, https://indico.cern.ch/event/432527/sessions/95218] 

In this case the seed is provided by the L1 outer Tracker tracks. Figure 1.10 shows the comparison of the jet vertex resolution between L1 tracks from the Outer Tracker only (blue) and the L1PixelTracks based on the Outer Tracker & Inner Pixel (red).
[image: ]
Figure 1.10: Determination of the primary vertex with L1 outer tracker (blue) or with pixel info. (red)
It shows an improvement in the vertex resolution of about a factor of 20. This is very important especially at HL-LHC where pile ups of events of up to 140 or even 200 will occur.
Moreover, the combined usage of the inner pixel and the outer tracker information by allowing a very precise estimate of the longitudinal component (i.e. along the beam axis) of the vertex opens the possibility of performing b-tagging at L1. 
The first step of the L1 b-tagging starts with the jets as provided by the calorimeter. The L1 calorimeter jets are matched with the L1 tracks from the outer tracker for determining the z position of the jet vertex. The L1 tracks are filtered for pT>2 GeV/c, so this condition rejects 97% of the candidate tracks, which are low pT tracks. The L1 track-matched jets, within 2 mm, of the L1 primary vertex is considered here. The L1 jets are also matched with generator-level information to select only light-flavour jets. 
The L1PixelTracks are formed combining L1 tracks with pixel clusters, and then repeating the linearized track fit. The L1PixelTracks with DR<0.3 and Dz<2 mm from a L1 track-matched jet are selected. An updated jet vertex is calculated from the z0 position of the L1PixelTracks weighted by their pT.
The jet vertex resolution along the beam axis as provided by the L1 Outer Tracker is shown in the blue curve in Figure 1.10. The red curve shows the jet vertex resolution as determined using L1PixelTracks. The jet vertex resolution is defined by: Dz0 between the z0 value of the hard interaction vertex at generator-level and the measured z0 provided either by the L1 tracks or the L1PixelTracks. The jet vertex resolution of 600 μm as provided by the L1 Outer Tracker is improved to 40 μm (Gaussian core) when including the pixels.

                              (a)                                                                                     (b)
Figure 1.11: Schematic plot for the 3D IP sign assignment (a); 3D IP significance distributions for b-jets and light-flavour jets (b)

The significance of the three-dimensional impact parameter (3D IP) is used in this study as the main parameter to distinguish true b-flavour jets (b-jets) from the light-flavour (udsg) jets. The 3D IP is obtained from the 2D IP in the transverse plane and the z0 difference between the L1 jet and the L1PixelTrack as
                                               [image: ]
The 3D IP significance is then calculated as 3D IP divided by its uncertainty (IP/sIP) for each L1PixelTrack.  The sign of the 3D IP is determined by the  between the 2D IP and the jet direction in the transverse plane; if  , the sign of the 3D IP is assigned as positive, otherwise it is negative, as shown in Fig. 13a. The jet direction is computed from L1PixelTracks associated to the L1 jet. For this study, a sample of b-jets and light-flavour jets are obtained from a sample of tt events, with <PU>=140 by matching the L1jets either with a gen-level b-hadron or a light quark. A comparison of the 3D IP significance distributions between b-jets and light-flavour jets is shown in Figure 1.11.2


All of the above use cases would profit of reducing the pixel data volume at the front-end. That is because, in the current readout scheme, the pixel data are readout after a L1-accept trigger at about 750 kHz, which implies an overall bandwidth of several Gb/s. Given that the same data links are needed for transmitting both the L1 information as well as the L1-accepted stream, any reduction would be valuable. With this problem in mind, the hired researcher ESR6 in INFN studies a pixel clusterization and data reduction scheme to be implemented in the chip (see subsection on “compressor”)
Moreover the two hired ESR1.4 and 1.5 and ESR13.2 during his secondment developed studies on studying pixel readout architecture able to handle on detector electronics clusterisation of the pixel information and to include as well an associated Level1 pixel based trigger strategy. In addition ESR1.1 at CNRS actively participated to the development of the first stage of the Front-End ASIC for the processing of the analogue signal as direct output delivered by the pixels. This was performed in the framework of the RD53 International collaboration. In the framework of RD53 and INFIERI, ESR 1.1 developed a Very Front-End design, in collaboration with FNAL (associate partner) and other non-INFIERI partners (i.e. Bergamo and Pavia Universities) in 65 nm CMOS technology (see next subsection).
1.1.2.2:  A Silicon pixel based L1-trigger: sensor technologies and FEE impacts
The aim is to develop the intelligence at the detector level. It implies developing novel pixel sensor technologies as well as advanced associated Front End Electronics. Therefore INFIERI teams are involved in developing new pixel sensors with FEE embedded in the detector substrate and are actively participating to the development of a new Front End ASIC with “intelligence’ able of confronting the challenges of a L1 pixel based trigger for HL-LHC
As the pixel detectors for the HL-LHC are still in their infancy at the start of the INFIERI project, the network has actively participated to the two essential aspects of this tracking technology (e.g. sensors and associated FEE) by addressing them, in parallel; these are the technological basic items for building a real Level 1 track trigger using the pixel information. 
Two main sensor technologies have been addressed in the INFIERI program for the HEP vertexing/tracking, namely the avalanche pixel technology derived from the Silicon PMT technology -- Pixel technology used for the WP2-INFIERI demonstrator (See Section 2) -- and the HV-CMOS technology. Even if different, the interest of these two technologies is the possibility to have the very front-end electronics embedded on the sensor substrate. The Avalanche Pixel technology, because of the large delivered signal is labeled as a digital pixel.

Here below we describe the HV-CMOS activities in INFIERI mainly at University of Liverpool (ESR13.1) and also Oxford. In WP2 will be described the Avalanche Pixel related developments (ESR2) by CNRS and with a collaboration of CEA-LETI. In WP3 the application related to LHCb for the new VELOPiX upgrade (NIKHEF and CERN) with ESR4 (NIKHEF) will be presented. The X-Ray Medical application based on Pixels as achieved by NIKHEF (ESR3) and PHILIPS are described in the Subsection 1.3 dedicated to WP1 in Medical Imaging.
          The Department of Physics of the University of Liverpool is strongly involved in the development of High Voltage-CMOS (HV-CMOS) detectors for high energy physics experiments, Cherenkov Telescope Array (CTA) and medical applications. Since this activity started in Liverpool in September 2014, four different HV-CMOS prototypes have already been designed and submitted for fabrication in collaboration with other international institutes, which are also dedicated to this kind of activities.
ESR13.1 work is set in the framework of the design of a new HV-CMOS prototype in the LFoundry 150 nm technology that was submitted for fabrication through a Multi-Project Wafer (MPW) in November 2016. This technology has many advantages when compared to others that can be used to produce HV-CMOS detectors, such as the presence of an isolation layer that allows having CMOS readout electronics inside the pixel area, a number (up to seven) of metal layers for routing, possibility of doing backside processing (e.g. for opening thin windows for improved photon detection) and stitching at the foundry, and affordable cost. However, as Liverpool and the collaborating institutes were inexperienced with this technology at the time the design started, it was not possible to reuse any existing circuits from previous submissions.
The prototype contains two monolithic matrices of HV-CMOS pixels, which are completely independent as they only share the substrate. Each of these matrices comprises analog and digital readout electronics. The analog readout electronics consist of a sensor biasing circuit, Charge Sensitive Amplifier (CSA), filter, comparator with a 4-bit Digital-to-Analog Converter (DAC) to compensate for threshold voltage variations and injection circuit to test the readout electronics. The analog readout circuits are exactly the same in both matrices. With regard to the digital readout electronics, the first matrix contains circuits dedicated to photon counting while in the second matrix these follow the FE-I3 readout ASIC style. Except for the sensor biasing circuit, the analog and digital readout electronics are embedded inside the pixel sensitive area in both matrices.
ESR13.1 was responsible for the design of the sensor biasing circuit, which supplies the voltage required by the different sub-circuits of the analog readout to keep the transistors in the desired working condition, i.e. in the desired DC operating point. The sensor biasing circuit has as many channels as different voltages are needed, i.e. 9 channels in the present chip. Each channel consists of an externally programmable 6-bit DAC and a current mirror that divides the DAC generated current value to provide the appropriate range of current required by each sub-circuit. All the DACs are identical, but the current mirror is different in each channel. The current generated by the DACs is determined by the value of the programmable bits, but also by a biasing voltage that sets the DC operating point of the main transistor of the DAC. This biasing voltage can be supplied with a Low-Dropout (LDO) regulator, a circuit that provides a very stable voltage independently of the external conditions (e.g. noise in the power supply line). ESR13.1 designed an LDO, however due to time constrains to verify and adjust the design, the circuit was not implemented in the chip. The biasing voltage is generated with a voltage divider. Figure 1.12 shows the overall structure of the sensor biasing circuit. The fabricated chip will be received towards the end of March 2017 and it will be extensively characterized.
ESR13.1 also did a 3-months secondment starting in September 2016 at University Paris Diderot/CNRS-IN2P3) in Paris. During his time there, his main task was to investigate the possibility of speeding up the hit information readout rate of Large Hadron Collider (LHC) detectors by including a Content Addressable Memory (CAM) in the Data AcQuisition (DAQ) board. Dr. David Christian, Fermilab INFIERI partner proposed to use this technique. The work commenced with understanding and improving the CAM structure. Meanwhile, a good understanding of the FE-I4 architecture was also part of the study. This serves as  an interesting starting point in the architecture design of the new Front-End and Readout  for next generation of Pixel devices (see next subsection).
                           [image: ]
Figure 1.12 Block diagram of the sensor biasing circuit.
1.1.2.3.  A Silicon pixel based L1-trigger: Related new FEE developments
The results obtained on the Level-1 pixel based feasibility studies (subsection 1.1.2.1); demonstrate the interest in studying if a Level-1-pixel-based track trigger can be realistically built to the CMS experiment. 
          This implies defining first, what is the detector (pixel sensor technology) and secondly, the related signal processing needs. In this subsection, the impact on one of the Front-End alternative in the first analogue stage part of the Front-End ASIC, labeled IFCP65, is discussed. IFCP65 is one of the analogue designs and is developed by FNAL and CNRS (ESR1.1) in collaboration with non-INFIERI teams in RD53 from Bergamo and Pavia Universities. 
The next generation of pixel chips at the High-Luminosity (HL) LHC will be exposed to extremely high levels of radiation and particle rates. In Phase II upgrade for the High Luminosity LHC, expected to be around 2025, ATLAS and CMS will need a completely new tracker detector, complying with the very demanding operation conditions and the delivered luminosity (up to 5x1034 cm-2s-1 in the next decade) and up to 200 pile-ups. 
With the arrival of accessible modern technology such as 65 nm CMOS, the processing speed and reduced power consumption can be achieved. In order to meet such specifications, IFCP65 has been designed as a prototype front-end for the HL-LHC pixel readout system, within the framework of RD53 collaboration. Such a new pixel mixed signal ASIC front-end includes signal processing and synchronous analog-to-digital conversion within one Bunch Crossing (BX) period, lasting 40 MHz. The IFCP65 analogue front-end is based on a fast, low-noise charge sensitive amplified with detector leakage current compensation. It also includes a compact, single-ended hit comparator, able to provide binary information at the channel output and a flash ADC. The comparator, operated in two different phases, is able to successfully process two consecutive events, even in the presence of a very large signal followed by a signal close to the threshold. A prototype chip including the IFCP65 readout channel has been submitted in June 2016. The ASIC is 2mm x 2mm in size (Fig.1.13). 
                                       [image: ]
    Figure 1.13.  Physical bump-bonded miniAsic designed in a 65nm CMOS technology.
Within the L1-pixel trigger studies for CMS, an application of IFCP65 front-end ASIC has been initiated, even if not implemented yet. The aim is to verify the feasibility of extracting data from a pixel array upon receiving a L1 trigger from a certain region of the detector (calorimetry or outer tracker), thus defining a RoI to look for in the pixel detector.
        Indeed the main concept of the L1 pixel based trigger is that unlike the L1 outer tracker track trigger, this is a seeded trigger. The seed is provided either by the electro-magnetic calorimeter L1 cluster (for electron) or by the L1 track from the L1 outer tracker track trigger (giving primary and secondary vertex precise determination as well as impact parameter which is used for b-tagging). In summary, the L1 Pixel trigger is based on the pull strategy that defines the Region of Interest (RoI) where to look in the pixel device. Two cases are considered:

• Use of the L1 Track Trigger from the outer tracker: in this case the L1 Track is the seed;
• Use of the L1 tower trigger from the electromagnetic calorimeter trigger as seed.

         As already stressed in the feasibility studies section, the main technical challenges for a Phase-2 Pixel Read-Out-Chip (ROC) associated with a pixel-based Level-1 trigger are the data bandwidth and the L1 trigger latency. The overall trigger system must have sufficient bandwidth to allow selected pixel information to be kept within the limits of the overall L1 bandwidth. The hit storage at the periphery of the front-end pixel ASIC must have sufficient buffer capability until the pixel-based trigger decision is being made. As mentioned in the L1 track trigger workshop at LPC-FNAL in September 2014[footnoteRef:9], a preliminary estimate of the bandwidth allocated to the electron L1 trigger stated that it should not exceed more than 10% of the L1 trigger readout bandwidth. If the seed is provided by the L1 outer tracker track (or by the muon tracks), the corresponding ROI will be extremely small and thus the bandwidth negligible. The estimated value of L1 bandwidth for the electron study, following the corresponding feasibility, is equal to 2.5% if the total L1 trigger bandwidth is 750 kHz; thus is much below the 10% limit value. As an overall conclusion, because of the seeded trigger strategy for L1 pixel, the bandwidth is not a concern.  [9:  CMS First joint Tracker and Trigger Forum for HL-LHC, FNAL-LPC, September 2014, https://indico.cern.ch/event/326723.] 


On the other hand, the baseline design for the CMS Phase-2 upgrade calls for a total L1 front-end latency of 12.5 sec. An estimate of the time required for finding stand-alone pixel tracks from the RoI readout seeded by the EM calorimeter information in the proposed electron-trigger is not yet evaluated. However it is likely that this process would be no slower than the process of finding high PT tracks in the outer trackers. The currently envisioned 10 sec buffers would be sufficient to support the pixel-based trigger [footnoteRef:10]. [10:  S. Marconi, E. Conti, P. Placidi, J. Christiansen and T. Hemperek, The RD53 collaboration's system Verilog-UVM simulation framework and its general applicability to design of advanced pixel readout chips, Journal of Instrumentation, JINST 9 (2014).] 

If the Phase-2 pixel ROC has a similar architecture to one of the current CMS pixel ROC, it would be straightforward to implement a 20 sec latency buffer. This is because the latency buffer is located in the chip periphery and digital logic in the new chip will take much less space than in the Phase-1 ROC, which is implemented in 0.25 m CMOS technology using enclosed layout transistors. The new chip will be implemented in 65 nm CMOS technology. The Phase-1 ROC contains a 4 sec latency buffer. A Phase-2 ROC with a similar architecture could include up to 20 sec latency buffer in an area no larger than the required for the Phase-1 latency buffer. Currently the Phase-2 ROC developed within RD53 collaboration, is foreseen to use a digital layout a-la-FEI4b [footnoteRef:11]. In this architecture, the latency buffer is distributed throughout the pixel array. The architecture has the advantage that data are moved to the chip periphery only if they are going to be read out. The largest fraction of data is not moved out of the pixel. If we assume a pixel hit rate of 2 GHz/cm2 and a pixel size of 50 m x 50 m (or 25 m x 100 m), this implies a rate of 0.05 hit per pixel per bunch crossing. Together with a specification of no more than 0.1% data loss in the pixel ROC, this implies a buffer size of five hits for a latency time of 10 s and six hits for a latency time of 20 s 12. [11:  FEI4 Collaboration, The FE-I4B Integrated Circuit Guide, December 30, 2012.] 

In order to keep the latency and further reduce the bandwidth, three main features are essential:
• Data sparsification (zero-suppression);
• Hit pixel clusterization;
• Level 1 trigger, based on a Region of Interest (RoI) strategy.
All these three features must first be designed within the front-end ASIC architecture. The next step will be mainly outside of the front-end ASIC, i.e. at the data transfer and upper stage in the readout chain. This means that is necessary to organize the readout chain as efficiently as possible and accordingly to the data flow for the overall DAQ system.

Two approaches are studied. For both studies, the digital FEI4b architecture design, developed by ATLAS, is chosen as an example case for implementing sparsification, clusterization and RoI fast trigger features in the front-end ASIC. The reason to choose the FEI4b architecture is also because it is favoured for the time being by RD53. Moreover, unlike in the ROC-Phase1 of CMS, in the FEI4b architecture, the latency buffer is distributed throughout the pixel array. In such architecture, the data are moved to the chip periphery for further digital processing, only and only if, these data are going to be read out, therefore providing sparsification by design.

       As specific study case, we consider the case of the electron trigger where the RoI is defined by the L1-EM cluster. The first approach foresees the use of a Content Addressable Memory (CAM). A CAM is a particular memory that compares input search data against a table of stored data, and returns the address of the matching data. Unlike the standard memory, CAM is used in applications requiring very-high-speed searches. Considering a trigger latency lasting 10 s and a bunch crossing (BX) Clock of 40 MHz, 400 is the number of BX cycles to be taken into account. The CAM is a key solution for quickly finding the match between the L1 trigger and the BX. For each end of columns, one 8-bit CAM memory is allocated for the storage of 400 BX number. A schema of the architecture is shown in Figure 1.14.

The following steps describe the operating principle of the proposed architecture:
· When a hit occurs in the pixel, or group of pixels (cluster), the corresponding BX number is stored at the end of column (EOC) CAM. At the same time a pointer to the EOC BX, in the hit pixel, is allocated.
· Hits are stored locally in the pixel array, each one with the address of an EOC CAM holding the corresponding BX.
· Hits are read out from the pixel array to the EOC in response to a match between a CAM-stored BX and the requested BX.
· When ROI triggers occur, only data with (column, row) in requested range is read out; full chip data is retained in EOC for possible later read out by general trigger. 
· Data held for possible later read out (in the pixel array or in the EOC) is dropped after it reaches a specified age (number of BX cycles).

                                 [image: ]
            Figure 1.14:  Schema of one of the two proposed readout architecture including EOC CAMs.
In this proposed architecture, the hit storage is performed in each column of the matrix pixel and data are passed to the periphery only if there is a trigger. In order to verify if this proposal is feasible it is needed to study the requested size for the CAM, as it has to be included in the front-end ASIC design, as well as the added power dissipation and possible complication requested in the overall Front End ASIC layout. These are the main concerns. If this proposal looks appealing indeed a simpler alternative has been first studied in more details in the second approach. 
This second approach is based on the use of a second L1 trigger, in the new ROC digital design. This second L1 trigger is based on the RoI concept as previously mentioned, labeled as 
L1(RoI). The goal of including this ROI-based fast L1 trigger is to provide, in the overall pixel readout architecture, a signal triggering the fast extraction of the clusters related to this ROI area, and the sending of the corresponding cluster patterns to the L1 trigger correlator. According to FEI4 experts (Thomasz Hemperek, private communication), this is easy as for instance in the FEI4b architecture this is already available. The main issue is thus to study how it impacts on the data transmission and so on the next upper readout stage design. 
        But this is indeed a very simple and almost in-hand solution in the FEI4b-like architecture; it does not need any additional feature in the FE-ASIC design.
The ongoing work focuses on the Verilog simulation of a ROI fast L1 trigger strategy, similar to the one of FEI4-b.  The Verilog model of the simplified FEI4b architecture (Fig. 1.15) is based on:
· N1xN2 pixels array organized in regions of 4 pixels per column (to start with);
· Exact column token passage logic;
· Simplified End-of-Column logic;
· Digital implementation of the fast ROI L1 trigger based on few s latency.

[image: ][image: ]     
                                                                                      [image: ]
Fig. 1.15: Top Left shows the schematics of the FEI4b[footnoteRef:12] signal processing for the region clustering 4 pixels and eventually neigbhours. Fig 3: right top shows the VERILOG modeling of a cluster and pixel schema below. [12:  FEI4-b Report by ATLAS collaboration] 

This work is mainly performed at CNRS (APC) by ESR1.4 and ESR1.5 and in collaboration with FNAL.
           Complementary to the studies explained above, an interesting idea on the data reduction is carried on by INFN-Pisa (ESR6). It is based on the design of a “compressor” stage that allows reduction of the data rate and is described here below.
The data rate of the inner pixels modules in the future CMS Phase 2 upgrade is estimated about 3 GHz/cm2 in events with 140 pile-ups. Given the event readout rate of 750 kHz and a maximum of 200 pileup events per crossing, this gives about 4.8 Gbps per readout chip. The innermost layer will be equipped with Silicon pixel modules. The high radiation levels impose that the optical links capable to send the data off-detectors can only be located at a radius of ~20 cm where the maximum estimated dose  is ~100 Mrad. Electrical links (e-links) are therefore used to bring the information from each pixel readout chip to the opto-links located al larger radius. However the maximum speed of the e-links is limited to about 1.28 Gb/s using low mass copper twisted pairs. It is evident that any means to achieve a drastic reduction of the rate of data from the pixel detector is welcomed to reduce the material budget and the connectivity of the inner pixels to the optical links. The INFN group has developed a lossless data compression algorithm that allows decreasing by more than a factor of 2 the data rate. The algorithm is based on Huffman encoding the pixel information (pulse height or time-over-threshold (ToT), and the difference of the coordinates between two consecutive hits in the chip). In order to achieve the data compression without dead time, the pixel chip needs to be segmented into 4 regions, each of which running in parallel the data compression algorithm. Results of the simulation are shown in Fig. 1.16 
[image: ]
Figure 1.16: Effects of the data compression algorithms on the distribution of the number of bits in the innermost barrel readout chip. The black curve shows the uncompressed data distribution. Different algorithms are shown in colored distribution. The most performing one is indicated in blue.
[bookmark: _Toc278041573][bookmark: _Toc278041753][bookmark: _Toc278041959]1.1.3 Summary and conclusions
        An impressive work has been achieved on all the WP1 fronts related to the scientific and technological goals of the WP1 applied to High Energy Physics at LHC. The achievements are even beyond these goals. The INFIERI teams involved have been instrumental and even leading some of the key and most challenging aspects and a number of ESRs and ERs have been closely involved. This work has been essential for the related objectives in WP4, WP5 and WP6. Besides the training and know-how transfer delivered by these objectives of WP1 has been quite successful and important. All the related deliverables have been achieved in time despite the risks and challenges to be confronted. 

1.2 [bookmark: _Toc278041574][bookmark: _Toc278041754][bookmark: _Toc278041960][bookmark: _Toc278043379][bookmark: _Toc278044509][bookmark: _Toc278044554][bookmark: _Toc278044790][bookmark: _Toc278045055][bookmark: _Toc278045304][bookmark: _Toc278045379][bookmark: _Toc278045525][bookmark: _Toc278045636][bookmark: _Toc278535425]: WP1 – The Astrophysics case 
This section describes progress in the astrophysics section of WP1, as specified in the INFIERI Annex 1 document. WP1-CTA in the UK is concerned with the front-end electronics and level-1 triggering of the prototype camera for the Gamma-ray Cherenkov Telescopes (GCT) of the Cherenkov Telescope Array (CTA). The prototype telescope, located on the Meudon site of the Paris Observatory, was inaugurated in December 2015 with the multi-anode photomultiplier (MAPM) based version of its Compact High Energy Camera (CHEC). Shortly before the inauguration, the telescope successfully recorded images of air showers, hence becoming the first of CTA’s telescopes to see Cherenkov light.

[image: ]
Figure 1.2.1: The prototype GCT telescope with the CHEC-M prototype shown during testing in Meudon, near Paris, in March 2017.

Progress with CHEC-M
The MAPM-based camera, CHEC-M, was used to develop the triggering, readout and control electronics, plus the associated hard, firm and software, for CHEC. The camera is shown on telescope in Figure 1.2.1, during testing in March 2017. The MAPMs are Hamamatsu devices with 64 pixels of size 6 × 6 mm2 per unit. A total of 32 MAPMs give 2048 pixels per camera. Each MAPM is attached to a module which contains the readout chain consisting of a pre-amplifier and shaper for each pixel, through which the signals are passed to a TARGET ASIC. These TARGET modules, each steered by its own FPGA, perform level 1 (module) triggering and digitize the data at a rate of 1 Gs/s. Trigger signals from all 32 modules are then combined in a large FPGA on the multi-layer Bbackplane into which the modules are plugged to form a camera trigger. Following a valid camera trigger, the digitized data are passed to an external camera server via DAQ boards. 
[image: ]The control hard and software for CHEC-M was significantly upgraded by Oxford and other CHEC institutes following the first on-telescope tests in late 2015, and the camera was again transported to Paris in March 2017 for a second round of tests. These took place over a period of two weeks at the end of March and included tests of the camera’s safety, cooling and calibration systems. Camera safety in now ensured and control is stable enough to allow remote operation, using a first version of the graphical user interface (GUI) under design and test for the CTA southern site (Paranal in Chile). Tests of the newly installed telescope steering software were also carried out, with sources successfully being tracked for periods of several hours. The data from these tests is currently being analysed. An example of some of the data from an air-shower event observed in Meudon is shown in Figure 1.2.2.

Figure 1.2.2: The signals in two of the CHEC-M pixels (positions shown on RHS) which form part of an air-shower image recorded in March 2017.
Design of CHEC-S
Work carried out with the UK INFIERI team demonstrated that, while CHEC-M has been a valuable exercise for development of the camera electronics and software, silicon photomultipliers (SiPMs) offer a more robust and higher efficiency solution for the camera’s sensors, so a second SiPM-based prototype of the camera, CHEC-S, is being designed and constructed. The use of different sensors has required that some modifications be made to the camera body design shown in the interim report. The first of these is driven by the necessity to stabilize the temperature of the SiPMs. Cooling channels have therefore been added to the aluminium focal plane structure used to support the sensors. The development of this design was done in Leicester. Holes are gun-drilled through the aluminium along the centre of what will become the ribs between the sensors before the rest of thefocal plane structure, including the channels at the edge of the structure, is machined. The design of the focal plane structure is shown in Figure 1.2.3. 
[image: ]Figure 1.2.3: Design of the focal plane structure for CHEC-S, showing the water channels machined into the edge of the structure and the gun-drilled holes along the ribs that allow the flow of water to cool the silicon sensors.
[image: ]Cooling water flows through the edge channels and ribs in the focal plane, maintaining the SiPMs at a temperature of below 25 C. Thermal images and temperature sensors have been used to test the cooling system in Liverpool, as shown in Figure 1.2.4. The required temperature is achievable even with the largest (night-sky background dependent) heat loads anticipated during        camera operation. 
Figure 1.2.4: Thermal camera image of focal plane with 3 W per SiPM module heat load and cooling water at 6 C. Four modules equipped with dummy SiPMs are visible in the corners of the camera, other modules provide the same total heat load, but do not replicate the SiPMs in detail. One module (RHS, half height) is not powered. The cold (purple) focal plane structure is clearly visible.
The second major modification to the camera structure resulting from the introduction of SiPMs is the need for a window to protect the sensors. The first window design, developed in Liverpool, uses a PMMA plate, shaped to follow the 1 m radius of curvature of the sensor surface, with cutouts to ensure the window does not interfere with CHEC calibration using the LED flasher system mounted in the camera’s corners. The possibility of using either a glass window with a multilayer coating to improve transmittance is under consideration. A further alternative would be to attach an array of microlenses to the SiPM units, providing protection and allowing for improved hpotodetection efficiency by capturing the photons that would otherwise fall into [image: ]gaps between the pixels.
Figure 1.2.5: Trigger threshold using T5TEA, 50% trigger efficiency is achieved at about 2.5 mV, corresponding to less than 1 photo-electron with the CHEC-S buffer amplification of about 4 mV per photoelectron. 
The CHEC readout has been designed to allow the use of a range of photosensors (MAPMs or various types of SIPMs). Changes must be made to the front-end buffer to accommodate the different electrical charactoeristics of the various sensors (e.g. capacitance and output current and voltage), but otherwise the readout chain remains the same. The SiPMs for use on CHEC-S have been purchased, and buffers suitable for these designed and constructed (Leicester). Even in the relatively short time since the purchase of the sensors, rapid proegress has been made in SiPM design and manufacture, so the pre-production and production cameras will use sensors with higher quantum efficiency and reduced optical cross talk. Studies of a large number of possible sensors have been made at a range of GCT institutes, including those in INFIERI. A detailed comparison of these is currently underway, following which the final sensors will be chosen.
[image: ]Work in Oxford was instrumental in showing that, while the TARGET 5 ASICs used in CHEC-M were able to meet the CTA specifications on trigger sensitivity when the sampling section of the chip was turned off, they failed to do so while the samopling was running. The problem was found to result from noise caused by the sampling in the analogue trigger section of the chip. A further generation of ASIC was developed: TARGET 7. This improved the chip’s transfer function but was not successful in tackling the trigger noise. The conclusion was that the best way to isolate the sampling and trigger sections of the ASIC was to put them onto two separate chips. A chip set was thus developed consisting of the T5TEA (TARGET 5 trigger extension ASIC), which carries out the triggering, and the TC (TARGET for CTA), which performs the sampling. Tests of these chips have shown they achieve the required triggering performance, as shown in Figure 1.2.6, and maintain the desirable sampling characteristic of the TARGET 7 ASIC. New modules have been designed, shown in Figure 1.2.6, which utilize the T5TEA and TC, and the opportunity has been taken to further improve these with respect to the previous module designs with regard to cooling and the measures taken to minimize electronic cross talk. These new modules are currently under test. These developments have been led by the Leicester and Oxford teams.
                                    Figure 1.2.6: TARGET modules which use the T5TEA and TC chip set.
Achievements WP1 for the CTA application
All WP1 tasks for CTA detailed in the INFIERI Annex 1 document have now been completed. These are:
1.1 CTA level 1 trigger feasibility study (M12)
1.2 CTA level 1 trigger prototype design (M36)
1.3 CTA level 1 trigger prototype test results (M48)

The ESRs involved have been Andrea de Franco (ESR9), hired by the University of Oxford, who has undertaken placements at Leicester and Liverpool, and Laurel Kaye (13.2), hired by the Univversity of Liverpool, whose placement was at the University of Oxford. 
Summary and conclusions
WP1-CTA in the UK has successfully completed all the milestones set out in the INFIERI programme. The MAPM-based CHEC instrument to which INFIERI staff contributed has been tested on telescope on two occasions, has recorded CTA’s first Cherenkov images and is now running stably, allowing remote operation. The SiPM-based camera design is complete and is now under construction. Testing of this camera is foreseen in the second half of 2017.
The INFN-CTA team led by Riccardo Paoletti is also contributing to the WP1 activity related to the CTA project, with Stamatis Poulios (ESR6) closely involved for one year. This activity concentrates on the construction of a demonstrator for CTA’s SSTs (Small Size Telescopes) and is a joint INAF-INFN project INAF-INFN (“premiale Project”, TeChe.it). It involves includes the development of a readout board based on the Target 7 sampler (Figure 1.2.7), in collaboration with EGO, on a time scale of 12 months.
                [image: ]
                                              Figure 1.2.7: TARGET based set-up
The demonstrator consists ofin nine modules, each of which is capable ofto reading out 64 channels equipped with SiPMs, controlling their bias voltages andincludes implement a first level of trigger logic. The modules will be interfaced to a backplane where a second level of trigger logic between neighbouring modules will be implemented, as well as the an Ethernet communications link via Ethernet protocol.
As an alternative to the Target chip, a solution based on  a different sampling chip, the DRS4, has been studied by using the SPEC-DRS4 test board already designed for the HISCORE experiment. The board features includes  8 input channels, a 12-bit ADC for digitization, and readout via USB (Fig.1.2.8).
         [image: ] [image: ]
                              Fig 1.2.8: DRS4 sampling chip as an alternative to the TARGET chip

An interface for the readout system based on a LabView GUI has been written and the  it has been possible to measure the basic performances of the system has been measured, such asincluding:
· Noise 
· Linearity
· Dynamic Range

Summary and conclusions
WP1-CTA in the UK has successfully completed all the milestones set out in the INFIERI programme. The MAPM-based CHEC instrument to which INFIERI staff contributed has been tested on telescope on two occasions, has recorded CTA’s first Cherenkov images and is now running stably, allowing remote operation. The SiPM-based camera design is complete and is now under construction. Testing of this camera is foreseen in the second half of 2017.
[bookmark: _GoBack]An alternative readout system for the CTA SSTs has been developed and its functionality demonstrated.

1.2.2 Achievements during the second Phase of INFIERI in WP1 for the SKA application
During the second half of the INFIERI Network, the contribution to the Square Kilometre Array (SKA) project was focused on the intelligent signal processing of the Mid Frequency Aperture Array (MFAA) for SKA.  This technology is proposed for the final version of SKA having the full square kilometre of collecting area (SKA Phase 2).  With MFAA technology, SKA can achieve the goal of revolutionizing radio astronomy with all- sky rapid surveys that will contribute to our understanding of fundamental physics, including the mystery of Dark Energy, and the ultra- high- energy sources responsible for the Fast Radio Bursts.  MFAA technology depends on a combination of integrated analogue electronics for beamforming and fast digital electronics for further image making using real time aperture synthesis techniques.
The Aperture Array MID Consortium
The AAMID Consortium, working on the Mid-Frequency Aperture Array (MFAA), an Advanced Instrumentation Work Package, aims to demonstrate the feasibility, competitiveness and cost-effectiveness of MFAA technology for SKA2. The key advantage of AAs is the capability of realising a very large Field of View and sensitivity, which results in an unsurpassed survey speed. Furthermore, AAs are capable of generating multiple independent FoVs, enhancing the efficiency of the system, for calibration and for multiple concurrent observations.
Front-End Design
One of the proposed front end technologies for MFAA is the Octagonal Ring Array (ORA) developed at the University of Manchester.  This novel technology employs the idea of printed circuits to antenna fabrication on the industrial scale necessary for SKA, creating a very large array of closely packed antennas.  Amplification and beamforming of the antenna array is done by integrated analogue circuits designed at the Nancay Radio Observatory (a facility of the Observatoire de Paris and CNRS). 
A major advance in the ORA project was made possible by the efforts of the INFIERI ESR1.3.  His research topic is intelligent signal processing for the SKA mid-aperture array, i.e. Beamformer integrated system tests and full characterization. He designed, fabricated and measured a feeding board for the Octagonal Ring Array antenna system developed at the University of Manchester.  The measured results of the board agree well with the test results of the active filter chips. After the research on circuit packaging, it was found that the packaging result in circuit frequency shift and increased insertion loss significantly. Three different bond wire models were built to reveal the principle of the packaging influence. The insertion loss of bond wire in three models with different length is less than 0.5 dB at the operation frequency band. The bond wire increases the value of inductance and capacitance that results in the frequency shift. The increase of resistance value results in the decrease of the chip gain.
The cross polarization performance analysis of the finite C-ORA array at the University of Manchester, including intrinsic cross-polarization ratio (IXR) is under investigation. The mechanical requirements of the finite array for anechoic chamber measurements have been produced. The finite array for RFI measurement is shown in Fig. 1.2.9. The reflection coefficient for the centre element in the finite array (5×5 dual polarised) is shown in Fig. 1.2.10.
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                                   [image: ]
                                               Figure 1.2.9: The finite C-ORA Array for RFI measurement.

                  [image: ]
               Figure 1.2.10: The reflection coefficient measurement for the centre element of the finite array.

A differential beamformer board based on time delay has been prototyped by Station de Radioastronomie de Nançay. The 16 channels beamformer board with differential inputs (SATA standard) is shown in Fig. 1.2.11.

                          [image: ]
Figure 1.2.11: The time delay beamformer board with 16 channels and SATA inputs. Developed in Nancay, France.


[image: ]
Figure 1.2.12: Board prototype
Figure 1.2.12 shows the board prototype designed for octagonal ring antenna, which is a novel antenna technology for the Square Kilometer Array. This board transports differential RF analog signals to the Beamformer board through SATA cables.
[image: ]
Figure 1.2.13 Feeding board measurement results
Figure 1.2.13 shows the measurement results of the feeding board. The operation bandwidth is from 400MHz to 1600MHz. The blue line is the measurement results of the ActiveFilter chip. The other lines are measurement results of three different SATA cable lengths. The feeding board works well and the SATA cables do not affect the S parameters of the ActiveFilter chip.  
The 10 x 10 finite arrays based on square grid and triangular grid will be measured in the close range anechoic chamber.  In this way, 4×4 elements will be beamformed in this measurement. The mechanical design for the square grid based array is shown in Fig. 1.2.14, here above.

                                               [image: ]
                          Figure 1.2.14: The mechanical design of the square grid based array 
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Three developments have been achieved ion this work package related to Medical Imaging and are described here below.
1.3.1: Developments on the trigger level electronics for a miniature spectrometer for nuclear medicine applications

               Following the research already conducted in the University Carlos III of Madrid (UC3M) and as a part of the research in the framework of the INFIERI network (as described in the Annex 1) special effort has been put into the development of a new readout system. The current design uses as controlling unit with a USB interface to the computer. The new design will have to take into consideration the special limitations introduced by the need of electronics miniaturization and MRI compatibility. The INFIERI hired ESR at UC3M, ESR8, actively worked on this challenging topic under the supervision of Prof. Juan Jose Vaquero.

           Using a microprocessor as the logic unit of the readout
	The USB uses an Altera Cyclone II FPGA, which apart from being currently rendered obsolete could probably deteriorate the performance of our system within the MRI chamber. The need to actually use an FPGA, which also increases the power consumption of the system, was challenged, especially under the realistic possibility of using a microprocessor instead. The previous design included an analog pulse shaping stage, a baseline restoration circuit, and several gain stages. However in order to miniaturize this system some tests were made to see if this circuit could be simplified. In order to obtain the pulse energy an analog charge integration stage was used prior to the ADC conversion, finally data was sent to the PC using the USB port. Before the charge integration a delay of 100 nanoseconds was used to compensate for the delay in the electronics, so that the pulse was fully integrated. Most analog delays are quite bulky and contain coils, which are not good for MRI compatibility. The previous ADC had a parallel output, this implies a larger number of PCB tracks will be needed and this finally means that the resulting PCB will be larger. 
The use of a FPGA was necessary in the first version of this system for the control of the AD conversion, due to the timing requirements imposed by fast scintillator crystals, such as LYSO. But for some projects it could be feasible to use a slower crystal like CsI:Tl; this will make possible a considerable simplification of the ADC control scheme. However in order to open the integration gate on time without a FPGA some digital electronic systems will be needed. In this new design a latch was used to start the pulse integration and tell the microcontroller to start the ADC conversion after the given integration time. The microcontroller chosen for the first trials was an Atmel ATMega 2560.
	As has been said before the most critical time in this system was the delay in starting the pulse integration, using the microcontroller for this was completely out of the question. Using a latch we get a delay in the opening time of 10 ns, more than enough for the CsI:Tl crystal timing requirements. Once the integration time has elapsed the microcontroller will send the necessary signal to start the conversion. At the end of this phase, the microcontroller will close the integration gate, letting the system ready to acquire a new event; this whole process takes about 2 microseconds. New efforts on this direction include upgrading the microcontroller used, a Texas Instruments LM4F120 has been proposed for the upgrade. Using this new microcontroller it could be possible to integrate the ADC conversion in the microcontroller, and also the number of available peripherals on this new microcontroller greatly simplifies the PC interfacing issues. With the ATMega 2560, the only possible PC interface was a serial port, and the TI LM4F120 includes a USB ready output.
[image: ]	This implementation is suitable for sensors with RC greater than 400 ns and up to 5 s, obtaining good results with CsI, so far this is the only scintillator that has been tested but it could be possible to use other crystal adding a shaping stage prior to the ADC conversion. This configuration has proven to be good fit for the implementation of a portable handheld digital spectrometer. The ADC prototype cards are shown below (Figure 1.3.1)
                                                            Figure 1.3.1: Handheld spectrometer prototype

1.3.1.1 Using a FPGA to control a fast (>50 MHz) ADC, for digital pulse processing
	Another possibility apart from the commonly used analog pulse integration, that has been used in previous development it is also worth considering the use of new fast ADCs, that will make possible to sample the analog pulse coming from the detector. In this case the ADCs will generate large amounts of data, so the use of a FPGA as a control unit is mandatory. To investigate this solution, in which nor delay or integration stages would be needed, we used a TI ADS6425 connected to a Xilinx Zinq7020, for this purpose three development board were acquired, one for the ADC, one Zedboard including the Zynq FPGA and a third board to connect the two of them. The innovative design of this FPGA, which apart from the programmable logic also includes two ARM microprocessor cores, provides a good solution for the development of a standalone system. The programmable logic part is programmed using the common VHDL language so it can be easily replicated to include multiple ADCs using the same FPGA, and also be used on other systems with a similar architecture. This work is also on the prototyping level, but it has produced interesting results, especially on the case of a hand-held gamma camera presented at the INFIERI summer school in July 2014 (Poster presented by G. Konstantinou to be published in JINST Proceedings) .
[image: ]
Figure 1.3.2: System prototype for the integration of an ADC and FPGA for the readout of SiPM based detectors
1.3.1.2 MRI compatibility considerations	
         In the context of using detectors similar to the ones mentioned above, in a geometrical
configuration that would allow coincidence tracking, especially for a PET design that would be MRI compatible, as multimodality imaging is a fast-growing field in clinical practice, a number of considerations arise 
	MR image could be shadowed by the presence of ferromagnetic materials inside the MRI 
chamber. This lowers the efficiency of the image acquisition and limits the miniaturization and integration of the readout electronics with the actual detector. Also, the FPGA packaging (BGA), which requires multilayer printed circuit boards, is notorious for its behavior within strong magnetic fields, reducing the lifetime of such detector. Moreover, the spurious Eddie currents produced by the external field within the integrated electronics could create systematic errors in the front-end data analysis. 
	In collaboration with the group from Scuola Superiore Sant'Anna, under the supervision of
Ernesto Ciaramella, we are considering the separation of our final prototype in two parts, one that can be within the chamber of a small animal MRI scanner and an external one, comprising of the bulk of integrated electronics and logic components. The two parts can communicate with a series of redundant connections, using the innovative communication technique of wireless optical communication developed by our collaborators. Apart from the cheap price and high reliability of such method, the frequencies used are away from the RF band of the MRI machines, minimizing interference in this scope.
	Furthermore, to investigate the possible solutions proposed in the largely growing field of silicon photon multipliers (SiPM), which is the only realistic alternative to the current standard for detectors within the large magnetic fields of an MRI scanner, we have signed a collaboration agreement with Philips, that allows us the acquisition of a Philips Digital Photon Counter (PDPC) kit, that includes two detector units (Figure 1.3.2). This innovative detector provides a very interesting alternative as it reaches very low light levels all the way to single photon detection. The sensor and the data pre-processing unit are integrated in one silicon chip giving an easy plug and play prototyping solution. This technology shows the potential to compete with the existing solutions.
           Different communication methods, such as the optical/infrared led communication system proposed by the INFIERI collaborators in Scuola Superiore Sant'Anna are considered, but the most interesting part for the trigger level is the integration of the actual trigger inside the FPGA
1.3.2 Use of edge-on illuminated pixel detectors, limitations of the current Front End and proposing changes in the Front-End design to overcome these limitations

Objective
The goal was to investigate the concept of edge-on illumination with hybrid pixel detectors with silicon sensors in medical imaging to benefit from the maturity of the silicon as a sensor and to overcome its inherent low absorption power for higher energetic X-rays commonly used in medical imaging. The project was set-up between NIKHEF and PHILIPS Research. ESR3 was actively involved in this activity at NIKHEF and spent almost one-year secondment at PHILIPS Research.
1.3.2.1: Lines of investigation
Over the course of the project several topics were studied to determine the applicability of the concept and the limitations of the test systems and whether they could be overcome to realize a commercial viable system. In competing devices built with higher absorbing sensor materials like Gas and CdTl, Compton scattering and fluorescence radiation triggered by the incident radiation is a known complicating factor. In silicon these effects are known to be less severe, but need to be understood well.
1.3.2.2 Medipix devices and concept of edge-on illumination
The energy resolving capabilities of the used Medipix devices provided a means to potentially correct for such events. The energy resolving power in this geometry as shown in 1.3.3 comes from the energy resolving capability of both the Timepix and Medipix3 ASICs as well as from the fact that only the higher energetic X-rays can reach deeper into the sensor material before interacting and being absorbed.

                 




                                    Figure 1.3.3: Edge-on illumination configuration
In Figure 1.3.4, one can see the detector on the left and when it is illuminated with a polychromatic spectrum of X-rays from an X-ray tube from the top, the resulting data collected in the Timepix chip looks like the image on the right. One can clearly see that the majority of the X-rays are stopped in the top layers of the detector and that the intensity drops off according to the exponential law on the absorption of X-rays in matter.
                [image: ]
Fig. 1.3.4 detector (left) and when illuminated with a poly polychromatic spectrum of X-rays from top (right)
General overview of project on medical X-ray imaging at Nikhef
Over the last few years Nikhef has started to become more involved in the field of medical imaging. In the detector R&D group we aim to apply the technologies we are working on related to subatomic physics experiments outside those fields and in particular in the medical field. The main effort has been in the area of spectral X-ray imaging with Medipix based detectors. We have just realised a first proof of principle with simulations by applying a maximum likelihood fit based on Roofit with which we have entered the energy information of the photons in the computed tomography reconstruction algorithm, as opposed to adding the energy information after the reconstruction phase, which is the most common way this is being done. In the Figure 1.3.5, one can see the simulated phantom and in the centre image and the right hand side image, one can see the two metals separated without the usual beam-hardening artifacts. This is a limited sized virtual phantom with slices of 20 x 20 pixels.
[image: ]
Figure 1.3.5 simulated phantom (left) two metals separated without the usual beam-hardening artifacts (rights)
The relation to the INFIERI project is that this technique will be eventually applied for the edge-on collected data as well. 
In Figure 1.3.6, one can see on the left the light bulb that was imaged and on the right the data collected. One can see that the filament is clearly absorbing the X-rays more than the glass on average except the edges of the bulb, where the X-rays have to pass through a significant amount of glass to reach the detector. The lines represent the ratio of the counts collected at specific rows at different depths in the sensor relative to a reference amount.
[image: C:\miki\light_bulb.png] [image: ]









                                Figure 1.3.6: light bulb (left) data collected after imaging (right)
1.3.2.3: Compton scattering
Compton scattering is an interfering process in relation to measuring the energy of the incoming photon. For the higher energetic X-rays used in medical imaging this effect is more pronounced than at lower energies. With this geometry Compton scattering was studied and it was concluded that these devices could provide information to tackle Compton scattering events and reconstruct the correct incoming photon energy. However, at the photon flux common in medical imaging there are too many incoming photons to be able to identify the parent photon.
1.3.2.4: Computed tomography reconstruction algorithms
[image: ]In the latter part of the project, work was done on the Computed Tomography (CT) reconstruction algorithms in collaboration with Nikhef’s neighbouring institute CWI, who have developed the ASTRA toolbox for CT reconstruction projects. In this collaboration, the algorithms were altered to incorporate the energy information both ASIC and of the depth at which the photon was recorded. One can see in Figure 1.3.7 that elemental information can be extracted by using the CT number for the same material at different depths as for different elements this change is different. This algorithm considers the attenuation by the previous layers and it exploits the energy dependence of the attenuation coefficient to enable the discrimination between different atomic numbers and material densities as is shown in the simulation result shown in Figure 1.3.8Fig.1.3.7 CT number differences for the same material, but different interaction depth provides a handle on material identification.

      
                                       [image: ]
                 Figure 1.3.8: Theoretical material separation between brass (top-line) and aluminum (bottom line)
Conclusion
In collaboration with Philips the principle of edge-on illumination of hybrid pixel detectors with silicon sensors was studied. The conclusion is that even though the incorporation of energy information in the computed tomography reconstruction algorithm, both from the energy resolving power of the read-out ASIC (Medipix) and from the changing X-ray spectrum with the interaction depth of the photons, added performance in certain cases does not outweigh the complexity of such a system to pursue it as a commercial system over hybrid pixel detector systems with sensors with inherently higher absorption power such as GaAs and CdTl or other system architectures.
1.3.3 : In-beam PET for hadron-therapy monitoring

The “in-beam PET” project has been selected by the medical physics group at INFN Pisa as a platform for studying “intelligent Front-End Data Processing reduction” (WP1) and “efficient and fast pattern recognition algorithms” (WP4) based on FPGA for PET image reconstruction in the framework of the INFIERI network.

1.3.3.1 Lines of investigation
        In-vivo PET monitoring of the particles range during an hadron therapy treatment is a method relying on the imaging of β+ emitting isotopes (mainly 11C and 15O) produced by nuclear inelastic reactions between the hadron beam and nuclei in tissue. The basic idea is correlate the activity with the dose distribution. In the “in-beam” PET monitoring a dedicated PET imaging system integrated in the gantry operates during the irradiation to provide immediate feedback on the treatment outcome. An in-beam PET must be able to operate in a high radiation background without incurring in detector parallelization. To this aim data reduction technology and smart coincidence sorting algorithms based on FPGA as developed in the INFIERI framework play a key role in the project.

1.3.3.2 Results
Present in-beam PET system features two planar panels positioned above and under the patient each 10 cm x 20 cm wide. Each panel is made of 2 x 4 detection modules (Figure 4,a). Each module is composed of a pixelated LFS scintillator matrix 16 x 16 pixels, 3 mm x 3 mm crystals, pitch 3.125mm, for a total sensitive area of 5 cm x 5 cm. Four arrays of SiPM (8 x 8 pixels) are coupled one-to-one to each LFS matrix (Figure 4,b). Data acquisition will be accomplished with a distributed processing tree made of:
-A front-end level consisting of 4 ASICs and the biasing circuitry
-A read-out and pre-processing level, implemented by distributed low-end FPGAs, one per module
-A data collection and discrimination level
-A host system for data storage and analysis.
A schematic diagram of the overall acquisition architecture is reported in Figure 1.3.9.a. The front-end ASICs manage 64 SiPM channels each and provide the fundamental characteristics of each incoming high-energy photon to the FPGA on-board (Figure 1.3.9.c). The signals from the FE ASICs are processed by 16 Xilinx SP605 FPGA boards (named TX boards) that filter the events by selecting those falling within an adjustable energy window around the 511 keV photo-peak.

         The event selection is based on the energy calibration of all the PET channels. The energy spectra of a beta+ source (typically 22Na or a 68Ge) are acquired for each channel and the maximum of counts corresponding to the 511 keV photo-peak is identified with an automated software procedure. A symmetric window of fixed width (typically ±3 sigma) and centered around the photo-peak is then applied to all channels. The intervals of TOT values found for each channel are written in a calibration file that is then loaded on the TX FPGAs. The filtering algorithm, implemented in the FPGA firmware, selects the events falling in the energy window according to the values found in the calibration file.

                                 [image: ]
Figure 1.3.9. Simplified scheme of the PET architecture. a) Overall system connections including the modular detector plates (10 cm x 20 cm) and the main acquisition board. b) Geometrical diagram of the acquisition module. The module measures 5 cm x 5 cm. c) Main interconnections within the acquisition module.

The TX boards transmit the decoded and filtered data to a DataAcQuisition (DAQ) server (32 cores HT, 128 GB ram) by means of a 24-port switch via 2Gbit/s Ethernet cables. A dedicated and optimized multi-threading C/C++ software based on BOOST libraries applies data sorting and coincidence finding and writes time-tagged coincidence data in real-time. The coincidence time window applied is 2 ns, consistent with a measured coincidence time resolution (CTR) of 420 ps (RMS). With the clinical proton beams produced by the CNAO synchrotron (Centro Nazionale di Adroterapia Oncologica, Pavia, Italy), the system could correctly acquire data up to 20Mcounts/sec single event rate in the photo-peak window. 

                              [image: ]
[image: ]
Figure 1.3.10 Upper row. Coincidence time resolution. Lower row, left, single event rate as a function of the acquisition time during a beam test with protons at CNAO. Lower row, right, coincidence event rate. 
          Figure 1.3.10 shows in the upper row the coincidence time resolution of the PET system obtained irradiating the detector with a 68Ge rod source. In the lower row, left panel, the single event rate as a function of the acquisition time during a test with a proton beam at CNAO is shown. In the lower row, right panel, the coincidence event rate in the same acquisition is also shown. In both graphs, the time structure of the accelerated beams is clearly visible. The high peaks correspond to the beam extractions (spills) lasting 1 second each. In the pauses between two consecutive extractions (inter-spills) and after the end of the irradiation (after-treatment), the system detects the annihilations of the radioisotopes produced during the spills.

Concluding remarks on WP1 final achievements by INFIERI
The WP1 workpackage is a crucial workpackage that indeed triggers all the developments of the WP4 and WP4 workpackages and partly also the technological WP’s i.e. WP2 and WP3. The issues to be confronted in all the considered applications are extremely challenging. This makes the related 12 deliverables of this WP to be highly risky. It is therefore an impressive success that all of them have been realized in time and for some of them even beyond the Annex 1 defined program.
Furthermore they have allowed a number of EU fellows to get a unique training on some especially new and very promising technologies as well as within well-defined applications in Astrophysics, Particle Physics, Medical Imaging, Telecommunications, within an international collaborative and highly competitive environment.
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