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Abstract

The interaction of very-high energy gamma rays and charged particles, produced in the
Universe’s most energetic environments, with the Earth’s atmosphere produces a cascade
of high energy particles. Particles within this cascading shower travel at speeds faster than
the speed of light in the atmosphere. As such, the particles emit Cherenkov radiation.
Groundspased imaging atmospheric Cherenkov telescopes use this phenomenon to observe
the particle shower. In doing so, it is possible to determine the direction of the shower

and thus the direction of the shower progenitor. This source determination can be used

to provide an observation of the environments giving rise to such high-energy photons.

The Cherenkov Telescope Array represents the latest telescope array of this
kind and will provide highly sensitive observations of gammasrays ranging in energy from
Q_EEEV to 30{.};1’8‘»’ with the use of three telescope sizes. CHEC-S is one of the Cherenkov
imaging cameras proposed for the Small Sized Telescope. It is a compact imaging camera
that is designed to be used with a dual-mirror Schwarzschild-Couder design telescope. In
addition to this novel telescope design, CHEC-S will utilise silicon photomultipliers for

the detection of Cherenkov light in conjunction with an updated iteration of front end
electronics based on the TARGET ASIC.

ol

In this thesis, relevant tasks completed for the comissioning of CHEC-S }S/pre-

sented. In addition, the calibration of the TARGET-C digitising ASIC is outlined wit

a discussion on performance, proposed changed to the calibration method  and/en-
Yo / wn0y
hanced performance is given. Finally, the results of the on-telescope cw)pﬁgn o CHEC-S
%resented5 highlighting the requirement for the method outlined in this thesis for the

correction of TARGET-C saturation.
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1.1 Gamma-ray Astrophysics

Gamma radiation was first discovered by Paul Villard in 1900 during observations of

P

the radioactive emissions of adium, following the discovery of a and [ radiation by

At

Ernest Rutherford one year p}j-ar. Villard was attempting to measure the deflection of
B-rays, emitted by radium, in the presence of a magnetic field [1|. He observed that, in
addition to the expected [ radiation, there was a second hig#er penetrating radiation that
was unaffected by the magnetic field. This second source of radiation was assigned the

gamma-ray (y-ray) yxﬁe by Rutherford in keeping with the naming convention describing

the penetrating power of the three forms of ionising radiation [2].

The study of ionisation became the focus of many scientists at the end of the
19th century with the development of the electroscope: an instrument for the detection
of electric charges in accordance to Coulomb’s Law. During this early period, the use
of electroscopes was for the study of ionisation produced in the presence of radioactive
material and the expected ionisation due to Earth’s radioactivity. At the start of the
20th century, scientists would begin to investigate the variation of ionisation at increasing

. Theodor Wulf, a German physicist, led the study of atmospheric radiation by
measuring the rate of ionisation at the top of the Eiffel Tower (Paris) with a much improved
electroscope. The use of the Eiffel Tower provided the opportunity to measure ionisation
at different times of day and across multiple days. Wulf’s observations would suggest
a decrease in ionisation at the top of the Eiffel Tower when compared to measurements
taken at ground level. He concluded that the source of ionising radiation must therefore
be the Earth’s crust. This conclusion was corroborated by many others following similar
experiments. However, one Domenico Pacini conducted numerous experiments that would
suggest a conflicting conclusion to that of Wulf's terrestrial source of ionising radiation.
Pacini first determined the rate of ionisation measured at sea, in the Gulf of Genova (now

Genoa), was the same as that measured on land. He later discovered that};(submerging



the electroscope only a few metres in water would greatly reduce the rate of ionisation. He.
therefore, concluded that the ionising radiation must be present within the atmosphere
since it can be measured at great distances from land and was shown to be absorbed (and
not produced) by the sea [3]. It was clear at this time that the use of weather balloons for

high altitude experiments was necessary to confirm the source of such ionising radiation.

Although many scientists were conducting ionisation studies utilising weather
balloons, it would be Victor F. Hess who would provide the greatest insight into atmo-
spheric ionisation. Hess would do so with seven balloon flights conducted in 1912 using

three instruments: one [ radiation detector and two ~ radiation detectors, reaching an

altitude of ~ 5200m [4]. Al
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Figure 1.1: A plot showing the variation in ionisation at increasing amaplifndes measured
by Victor Hess during his seventh balloon flight in 1912. Hess’ observations (red) show the
ionisation rate increases with altitude{ﬁmae findings were later confirmed by balloon flight
observations at much higher altitudes conducted by Werner Kolhorster in 1914 (blue) [5].

Figure 1.1 shows the results obtained during these balloon flights, with the rate

of ionisation at ground level subtracted from measurements made at increasing altitude.



In addition to this, the results obtained by Werner Kolhorster during a later balloon
flight confirming Hess’ ﬁndings%cluded. It can be seen that the ionisation rate, and
hence presence, of v radiation increases with altitude. Hess, therefore, concluded that the
observed radiation must be emanating from above and deemed the source to be extra-
terrestrial. With observations both during the day and s night showing little variation in
ionisation rate, Hess would ﬁnallLCDnclude that the source of ionising radiation was not
the Sun, as many believed, a.ndl;f}mst therefore arrive from outside our solar system. This
ionising radiation would ﬂwe be named Cosmic Rays, Mch Hess would receive a Nobel

Prize in physics for their discovery. The study of €osmic K}fs (CR) and ionising radiation

would subsequently initiate the research fields of particle and astroparticle physics.

1.1.1 Cosmic Ray Spectrum

Cosmic Rays (CRs) are high energy, ionised particles that can be categorised as either
primary or secondary CRs. Primary CRs consist of protons, high-energy nuclei (HZE)
ions, electrons and positrons, and are extra-Solar (both g’alactic and extra-galactic) in
origin. Since these particles are ionised it is not possible to determine the origin of CRs
through observations and source extraction as their path bé&ﬁes deflected by magnetic
fields. Secondary CRs represent the charged particles produced during the interaction of
primary CRs with the interstellar medium [6] and the atomic nuclei of Earth’s atmosphere
(described further in 1.3.1). These interactions can result in the production of lighter,
ionised nuclei in addition to more exotic pions, kaons and muons. High energy neutrinos
and ~-rays are produced following the decay of these exotic particles, but are not included

as / canstituenl; of the secondary CRs. In addition, further electrons and positrons are

|
produced through ;h€ pair pmductimyé? y-rays.

Figure 1.2 shows the all-particle energy spectrum of CRs in the range of 10'3¢eV

to ~ 10%°eV, scaled with E%*® as observed by the many indicated instruments on Earth.
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Figure 1.2: All-particle cosmic ray energy spectrum as measured by the experiments in
the legend. The plot indicates breaks in the spectrum known as the knee, 2nd Knee and
Ankle. These features indicate a break in the power law of the spectrum [7].

The morphology of the CR spectrum can be used to indicate the suspected source and
mechanism for the production of CRs as shown by the spectral breaks indicated by the
annotations: Knee, 2nd Knee and Ankle. For CRs observed up to the Knee (~ 3x10%eV),
it is generally accepted that such CRs are produced by diffuse shock acceleration in the
shock fronts of supernova remnants. The region between the Knee and Ankle represents
a transition between %lactic CRs W at lower energies and extra-galactic sources
at higher energies. The argument for this transition can be reinforced by considering the
gyroradii of CRs within this region. The gyroradius (or Larmor radius) describes the
radius of a charged particle in circular motion in the presence of a magnetic field. For

relativistic particles, the gyroradius (r,) in parsecs can be determined as follows [8]:

ry(pe) = 1.08 ZB:; (1.1)
H



where Ei5 is the particles energy iIY{{]IEEV, Z the atomic (proton) number of the particle,

\
and B, ﬁ the magnetic field strength in units of microgauss.

For a proton observed at the Ankle with an energy of ~ 110V and assuming

a uniform galactic magnetic field strength of 3uG, the subsequent gyroradius would be

> lkpc. The Hillas criterion states that, for a source to be considered a particle accel-

erator, the gyroradius of the particle cannot exceed the size of the object producing the

acceleration [9][8]. This would suggest that even if protons could be accelerated to energies
vV

greater than 10'eV/, they would not be confined to the Milkyaswety. It is therefore possible

to argue that protons observed above the Ankle are extra-galactic in origin.

Since ~-rays are produced in the secondary processes of CR interactions., and
are not affected by the magnetic fields within the interstellar medium, they become vital
sources for the observationg of the accelerating mechanisms producing both galactic and
extra-galactic CRs. Research and observations of both CRs and ~v-rays will add to an
already complex CR spectrum. In doing so, the features of the spectrum may become
more pronounced and provide further insight into the environments giving rise to such
particles. In the following Section,l will describe the mechanisms for the production of

~v-rays and CRs.

1.2 Production of Cosmic and Gamma Rays

The morphology of the CR spectrum suggests that there must be a number of mechanisms
for the acceleration and production of both CRs and «-rays. In this section I will describe
the most promising theories for the production of CRs and the environments that give rise

to the particle acceleration.




1.2.1 Acceleration of Cosmic Rays

whs +F "“‘J" hes

The leading theory for the acceleration of CRs gc:iiws the statistical acceleration of charged
particles through “t i:;eractioﬂs ‘9( 5‘,1611 p;tﬁcles with irregularities in existing magnetic
fields. The initial theory for statistical acceleration was developed by Enrico Fermi. Fermi
suggested that when a charged particle collides with an irregularity of the magnetic field
within a moving Galactic cloud, the particle is reflected and continues on its trajectory

el

until it encounters another irregularity and is again reflected by this #magnetic mirror”
[10]. The energy gained by the charge particle is gfi the Drdey % ~ (¥)2, where v is
the speed of the Galactic cloud containing the magnetic mirror. This theory gives rise

to the acceleration of charged particles and is known as second-order Fermi acceleration,

‘f}:wever the resulting spectral index does not match that of observed CRs.

A modified version of the second-order Fermi acceleration was suggested as a
mechanism for CR production in strong shock waves travelling through the interstellar
medium. This theory is referred to as diffusive shock acceleration (or first-order Fermi
acceleration). Since magnetic fields are present on both the upstream and downstream
side of the shock front, a high energy charged particle will traverse the shock and again be
reflected by the upstream or downstream magnetic field [11]. Neglecting the damping of
charged particles by turbulent Alfven waves in the upstream side of the shock front, the
energy of a charged particle [12] after crossing the shock front n times is given by:

i N

(3

E, = Ey(1+ 2) (1.2)

o

where Ej is the initial energy of the charged particle, v the velocity of the particle and ¢

the speed of light in a vacuum.

Since the probability 9{ a charged particle }J remains within shock is given by

(1 — P.s.)", where P,.,. is the probability of a particle escaping the shock per crossing, it

7



is possible to determine the differential spectrum as follows:

dN>N) 1 E

-
dE Pesc ( Eﬂ )

(1.3)

The result of this equation for supersonic shocks is a power law with a spectral index ()

of 2, which closely resembles the spectral index observed in CRs and shown in Figure 1.2.

By modelling the shock produced by young supernova remnants (SNR) with the
inclusion of magnetic field amplification by the accelerated CRs [13], it has been shown
by Schure & Bell [14] that the diffusive shock acceleration mechanism is able to accelerate
CRs to energies of ~ 10eV (PeV). This again correlates with the CR spectrum shown
in Figure 1.2. Since diffusive shock acceleration follows the observed spectrum and is
applicable to a large number of astrophysical environments with fast moving shock fronts.

this mechanism is well established as a process for the acceleration of CRs. ?

1.2.2 Production of Gamma Rays

Since v-rays are not influenced by the magnetic environments within the interstellar
medium, it is possible to determine the direction and location of the source of ~-rays
through observations. As v-rays are produced by the interactions of CRs, the detection of
~v-rays can be used to directly investigate these interactions and gain further insight into
the acceleration mechanisms and the production of the progenitor charged particles. The
interactions of CRs that produce ~-rays are either /gePt.Dnic or badmﬂic in nature, the

following is a description of these production mechanisms.



1.2.2.1 Leptonic Production of Gamma Rays

As the name suggests, the gepmni{: production of v-rays occurs following the interactions
of leptons: mainly electrons and positrons, with matter through a number of processes
including: bremsstrahlung radiation, synchrotron radiation, and inverse Compton scatter-

ing. What follows is a description of these processes.

Bremsstrahlung Radiation When an incident charged particle passes through the
Coulomb field of another particle, it is deflected and emits electromagnetic radiation. The
amplitude of the emitted radiation is proportional to the deceleration of the initial particle.
For an electron of charge e and mass m deflected by an atomic nucleus of charge Ze, this
deceleration, and hence photon energy, is proportional to Ze?/m [15], l"I_"he deceleration

of the charged particle gives this process its name Bremsstrahlung C’Lraking radiation”

in German).

Cosmic y-rays are produced when relativistic CR leptons interact with nuclei
found in gaseous regions. The resulting ~-rays have energies of the same order as the
incident electron, the spectral index (I"-) of such photons also correlates directly to that of
the progenitor leptons (I'y, =~ I, [16]). Observations of such y-rays are therefore important

for investigating CR leptons and interactions within} gaseous regions of the galaxy.

Synchrotron Radiation When a charged particle moves through a region with a
magnetic field, the particle is accelerated and deflected by the magnetic field so that the
initial particle follows a curved path about the magnetic field. As the charged particle
is accelerated, it loses energy by the emission of polarised electromagnetic radiation, this
emission is synchrotron radiation. For relativistic CR leptons moving in a homogeneous
magnetic field, in the absence of an electric field, an acceleration is induced by the purely

magnetic Lorentz force perpendicular to the direction of travel of the CR lepton. In a
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constant magnetic field, the electron/positron describes a circular orbit with constant
radius aiﬂng tf!e magnetic field lines with cyclic frequency equal to the Larmor frequency
[17]. The power of the polarised radiation emitted during the acceleration of an electron

of mass m.. with energy E. and velocity [ is givent by:

4
Raynﬂ = EGJT (

Ee )25%up (1.4)

MeC2

where o1 is the Thomson cross-section yfﬂ tb;ﬁ oT = 3?(;:??)2 the magnetic energy
{¢
density, ug = 2 o , for a magnetic field with field strength B, and pg (he magnetic perme-

ability in a vacuum.

Since the power of synchrotron radiation, and hence energy loss of the initial

CR, follows Pgype —4— the energy of the emitted radiation is higher for lighter CRs,

rl

‘t is therefore expected that CR leptons (electrons and positrons) are the dominating

progenitor for y-rays produced via synchrotron radiation [17].

Inverse Compton Scattering Compton scattering describes the interaction of an
incident photon with a charged particle (usuallyfelectron) resulting in a scattered photon
with reduced energy compared to the initial photon. Through the conservation of momen-
tum, the charged particle recoils producing a transfer of energy from the photon to the
charged particle. It is possible for reverse process to occur, whereby the charged particle
up=scatters the photon, resulting in a photon with higher energy. This process is known
as inverse Compton scattering and describes the process of CRs up-scattering the photons

of ambient photon fields ’ﬁ.‘ }Las he CD%II]IC microwave background (CMB) radiation, to
P

much higher energies. nverqe Comptnn scattering is MQQEWLWH'IEETH&{T\

10



dependise-amtire energies of the photon field and the initial CR ey/gy [16]¢ sipet O‘J{ Na'\-j :

(1.5)

e K ]‘tﬁnverse Compton scatteriz%

of:

(1.6)

JIC'.-“?T [ ied JT(I — 2&2) =g

J

where o7 is the Thomson cross section as mentioned before. For £ > 1 the scattering

] ~—
follows the Klein-Nishinaregime with a cross section of:
3orin(4e)
g .,_‘ - AT E 1!?
IC.KN 2z 2 (L.7)

For highly relativistic electrons, there is an apparent suppression of inverse

A
Compton scattering &_m).sied-by the (;LBSfSE./.(:tiDﬂ (pf‘ te Klein-Nishina regime [18]. The

energy loss of CR electrons, an%gergy f}%‘esulting up-scattered photons, can be approx-
(

imated by the Thomson regime formula:

4 E,
Pror = §CUT(

)?B*up (1.8)

M2 /

where up is the energy density of the ambient photon field. Similarly to 1.4, the energy
loss of the CR follows Psyne oc ﬁ and again suggests that CR leptons are the prevailing
progenitor for the production of ~-rays via inverse Compton scattering.

A secondary emission process occurs whereby the photons produced by syn-

chrotron radiation act as the initial photon for inverse Compton scattering, again resulting

11



in up-scattered high energy (v-ray) photons, this process is synchrotron self-Compton scat-
tering. In this manner, low energy synchrotron radiation can be up-scattered. producing

v-rays depending on the source environment.

1.2.2.2 Hadronic Production of Gamma Rays

High energy CR protons interact directly with the protons and nuclei of the interstellar

medium through inelastic collisions producing charged and neutral pions in equal quanti-

ties via the fﬂllowingyme Ay | ‘) I-s. "p - 61 P 7: 4;;.
X (4 1"7 L .)

p—l—p—}p-i—p-{-?r“L-i—?r_-l-?rD_ (1.9)

The minimum energy of the CR proton requied for pion pro ué:tion to occur can be

tsry ok - 7 I
determined by applying the conservatio 3nmnentum t%.g and is found to be 280MeV . M
The charged pions then decay via weak interactions producing muons and neutrinos which F ?

in turn decay into electrons/positrons and more neutrinos. F 'g},].ow-ingﬁThe decay process

fm‘b/tﬁ 77 and ﬂ‘j{ it & {°

Tt — p+ + vy, — e’ + VU, + vyt ue’
(1.10)
T —pu +V,—e +V+V,+Ve
L]
The neutral pion (7%) decays via the electromagnetic force; resvtime— . Busyii
™ — v+ (1.11)
Again, following the conservation of momentum, the WE energy #6m the two

daughter photons is seapartional to the kinetic energy of the neutral pion, and therefore

12



the kinetic energy of the progenitor CR. For interactions of relativistic CRs in a region

with a large abundance of matter, it is possible to produce very-high energy ~-rays.
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Figure 1.3: The modelled spectral energy distribution for a starburst region at a distance
of 3.5Mpec. The contribution of each ~-ray production process is indicated: synchrotron
emission (blue), inverse Compton scattering (red), bremsstrahlung radiation (green) and
7’ decay (black). The solid (model 1) and dashed (model 2) lines represent the two
models used with varying CR spectral index, radiation field energy density and magnetic
field strength [19],

Figure 1.3 shows an example of the spectral energy distribution (SED) for a
starburst region at a distance of 3.5Mpc modelled by Ohm & Hinton [19]. The SED
shows the contribution of each of the aforementioned mechanisms for the production of

~v-rays in the modelled source region.

Understanding the mechanisms that give rise to the production of ~-rays is a
necessity to gain further insight into the regions that give rise to the highesf form]) of j3 )
radiation. In addition, observations of such radiation can help further the understanding
of CRs and the varying environments found across our universe. The following section

will describe the interactions of v-rays and CRs with the Earth’s atmosphere and the use

of such interactions for the ground=based observations of very high energy (VHE) ~-rays.
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1.3 Atmospheric Interactions

Throughout the history of astronomy, it has only been possible to observe the Universe
through radiation that can be detectm& at each given era of our astronomical evolution.
As the Earth’s atmosphere is only transparent for a small portion of the electromagnetic
spectrum, observations of cosmic gamma-rays wouldn’t occur until the gamma-ray space
telescope on-board Ezplorer 11 launched in 1962. Although it is impossible to directly
observe y-rays and CRs at the Earth’s surface, they can be observed indirectly via the
interactions of each with the atmosphere. The following describes these interactions and

their use in ground based ~-ray astronomy.

1.3.1 Extensive Air Shower

VHE Cosmic and Gamma rays entering the Earth’s atmosphere are absorbed through the

interactions of such radiation with the atomic nuclei within the atmosphere (mainly oxygen
2 . . . A f
and hydrogen). The collision of a CR or v-ray with a single atmospheric 1 produces

secondary particles. These secondary particles propagate through the atmosphere and
again interact with the atmospheric nuclei, resulting in more daughter particles. This
process continues in a cascading shower of particles until the energy of particles within
the cascade is no longer sufficient to produce further particles. This process describes
the Extensive Air Shower (EAS). The structure of the particle shower depends on its
progenitor and can be categorised as either an electromagnetic or hadronic shower for

v-ray or CR initiated cascades.

1.3.1.1 Electromagnetic Showers

An electromagnetic shower occurs when a VHE ~-ray hits the Earth’s atmosphere result-

ing in a cascade of high-energy particles. As the shower name would suggest, the resulting
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p 'hui-,
particles interact y‘kﬁvel}' via the electromagnetic force [20]. Upon entering the atmo-
sphere. a sufficiently energetic v-ray photon converts int.l:};\eiectmn-pﬂsitmn pair within
the Coulomb field of 'é'matmnspheric nucleus by way of pair production [21] providing the
energy of the photon is higher than twice the rest mass energy of an electron. The lep-
ton pair share the remaining energy of the initial photon and continue on a downward
path towards the Earth’s surface at relativistic speeds. The emitted eiectmlﬁﬁﬁmn pdﬁ
continue their trajectory until they interact with another atmospheric nucleus by way of
bremsstrahlung emission, resulting in the emission of a v-ray. This ~-ray again follows a
similar path until it subsequently undergoes pair production, emitting another electron-
positron pair. The subsequent cascade continues, increasing particle population. until the
energy of the remaining particles is no longer sufficient a}}ﬂ"gh to interact via pair pro-

duction and bremsstrahlung. At this point ionisation becomes the dominant proeSs for

interactiani.

Primary y-ray
First Interaction
(Pair Production)
Eo Xo

Eof2

Eo/8 Xo— 3RL

Figure 1.4: An illustration of an electromagnetic EAS initiated by the interaction of a
v-ray with atmospheric nuclei as described by Beth & Heitler [20]. Adapted from [22].
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Figure 1.4 shows the progression of the electromagnetic shower. This mechanism
can be initiated by a VHE ~-ray or a CR lepton. since the lepton would interact via
bremsstrahlung producing the cascade as shown. It is possible to determine the number
of particles and energy emitted in the cascading shower by adopting the simple model
produced by Bethe & Heitler [20]. Heitler’'s model assumes the interactions in this cascade
are only via bremsstrahlung and pair production and the radiation length X (distance
over which a lepton loses % of it’s original energy) of both processes are identical. Using
this model, it is possible to determine the number of particles N,,, each with an energy

E, ., at a shower depth of X,, following n cascade steps:

;'\"rn — 2”
E, = Ey/2" (1.12)
X-n = '?‘IX[]
As stated before, the cascade stops at the critical energy E. where ] \‘0
W r D.A-dhﬁ\

lase evesgaavia bremsstrahlung emission, The maximum number of particles Ng,q, can
ﬁ,"l“ {)«-r'n-u 3 1.0

therefore be calculated as:

Ey
I\rmajg — — » ]_.]_
. (1.13)

6y rearranging these equations, the maximum shower depth can also be given by:

e \H O Nyl

E
L (1.14)

o

M- ke

Assuming a radiation length of Xo = 37g/cm?, the h}i@t of the shower maximum is

~ 10km with an initial interaction a,tw 25km
- dhibte 4

The mechanism for electromagnetic particle showers resulp in a somewhat sym-

Xz =-Apin (
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metrical and uniform shower. The particle shower that results from a hadronic CR inter-
; : ! .
acting with the atmosphere gfe much more complex in shape a&ﬁl}ﬂmphq_lﬂgy

Primary CR
First Interaction
Eﬂ. --------------------------------------------------------------------------------------------------------------- Xn
n? N mt
=
Y Y '
|r|I 'u_
; + :
et/ \e~ e*/ \e~ ' r o . Vy
e i y o NBE '
u“ ‘r
I U_'E‘ 'r
EM Cascade d ; :
A |

Ground Level
Yy v
Figure 1.5: An illustration of a hadronic particle cascade produced by the interaction of

a CR proton with atmospheric nuclei [23].

The EAS initiated when hadronic CRs (largely protons) interact with nuclei in the atmo-
sphere is categorised as a hadronic shower and is produced by a number of processes. When
Lack

1.3.1.2 Hadronic Showers

high energy protons collide with atmospheric nuclei, the collision products are largely pi-

ons (charged and neutral) in addition to more exotic particles in much smaller quantities
-

(such as kaons). These interactions are mediated by the nuclear weak force, an example
N ——

no
1

of the pion production is given in Equation 1.9.
Figure 1.5 shows a visualisation of the propagation of and mechanisms within a
Ware §

hadronic shower. Equations 1.10 and 1.11 describe the decay of the charged and neutral Q

pions. The charged pions decay into muons and muon neutrinos which further decay into F
L - w M
fll)wu -
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Mmf l“"{\"’"'(

le })j,o-rr'i and more neutrinos, t
the inibdadpien. As described previously, the le l/pﬁo‘r[ /(electmn% and pD‘-‘:‘»ltI‘Dﬂ?‘ will initiate

an electromagnetic particle shower which greatly adds to the number of particles within
the hadronic shower. Muons and neutrinos, however, do not interact with atmospheric
particles and instead continue towards the ground. Muons can provide a source of cali-
bration for v-ray astronomy and indeed neutrinos are the particle of concern for neutrino
detectors such as SuperKamiokande [24] and IceCube [25]. The neutral pion decays into

a pair of v-rays, these vy-rays then undergo pair production resulting in asaetder & pair ~t W rL‘h

~obdeptots which again produce further electromagnetic particle showers.

Since the majority of proton-proton reactions in a hadronic particle shower result
in pion production, it is possible to model the cascade by assuming all interactions result in
pions and their subsequent reaction products. This approach was adopted by J. Matthews
(2005) [23] and follows a similar approach to the Heitler model. Using this model it is

again possible to determine the energy of the progenitor of the EAS.

Whilst Figures 1.4 and 1.5 might suggest a similar profile in the particle cascade
produced by ~-ray and CR interactions, there is a vast difference in the morphology
of subsequent cascades. The variety of the particles and their energies produced in a
hadronic particle shower result in an irregular and nonuniform shower when compared to
the uniform and homogeneous cascade produced by an electromagnetic shower [23]. Figure
1.6 shows the disparity in shape between a v-ray and CR induced EAS modelled using the
CORSIKA simulation package [27]. The disparity in particle shower shape can be used
to distinguish between the EAS progenitors through the observation of the Cherenkov

radiation emitted by such relativistic cascades.
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Figure 1.6: CORSIKA simulations for a EAS initiated by a 1TeV ~-ray photon (left) and
a 1TeV CR (right). The shape of each particle cascade highlights the differences observed
in Cherenkov shower images: hadronic particle showers are much less uniform than EM
cascades and produce particles with greater transverse momentum [26],

1.3.2 Cherenkov Radiation

When a charged particle travels through a dielectric medium, the surrounding atoms and
molecules become distorted due the electric field of the charged particle. The distorted
atoms behave much like elementary dipoles with the electrons displaced to one side of
the positive nucleus, opposing the charge of the moving particle. A polarisation field
therefore forms momentarily around the charged particle as shown by Figure 1.7(a) with
the charged particle at position P along the trajectory. Providing the velocity of the
charged particle v = B¢ (where 8 = v/c and g(t;fe speed of light) is less than the phase
velocity of light within the medium (v, = ¢/n, where{ 15 is the refractive index of the

medium) the polarisation field is symmetric, resulting in no net dipole within the medium.

Therefore, when the polarised atoms return to their nominal polarisation state, the emitted
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electromagnetic radiation from each dipole interferes destructively and no radiation is

observed [28].

Figure 1.7: An illustration showing the polarisation induced in a dielectric medium when

a charged particle moves through the medium with a velocity of v < & (left) and v > =

(right) [28].

If the velocity of the charged particle is greater than the phase velocity of light
within s medium (v = B¢ > ¢/n) the polarisation induced in the surrounding atoms
will be asymmetric, resulting in a net dipole field as shown by Figure 1.7(b). In this
case, when the polarised atoms return to their nominal state, the emitted electromagnetic
radiation will interfere constructively in the forward direction along the trajectory of the
charged particle with cc}mding opening anglelﬁ}. The opening angle describes the
angle at which the wavefront is emitted from the direction Df,{e%tivistic charged particle,

this can be seen lyﬁ in F igi.lregl.S[a) and g1 1.8(b). The radiation emitted along this

plane wavefront is known as Cherenkov radiation.

It is possible to determine the opening angle of Cherenkov radiation by eval-
uating the geometry of the travelling charged particle as shown by Figure 1.8(a). In a
time At, the charged particle moves a distance of ScAt along-+*S trajectory whilst the

.}5
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charged
particle

Cherenkov
light

Figure 1.8: Illustrations showing (a) the wave front of Cherenkov light produced as a
relativistic charged particle moves through a dielectric medium [29] and (b) the cone of
Cherenkov light produced by a relativistic charged particle with an increasing emission
angle (a) [30].

Cherenkov radiation travels a distance in accordance to the phase velocity of light within

the medium ~At¢. The opening angle of the Cherenkov radiation [28] is therefore given

by:

cos = — (1.15)

Since the density of the atmosphere is non-uniform, the refractive index, and
hence opening angle of Cherenkov radiation, varies as the charged particle travels towards
ground level. The superposition of Cherenkov light produced by the relativistic charged

particles in an EAS result in a cone of Cherenkov light which reaches the ground as a

21



Cherenkov light pool as shown by Figure 1.8(b). The radius of the Cherenkov light pool
if

for a v-ray initiated EAS is ~ 125m anc%:lependent on the energy of the original ~-ray.

The non-uniformity of the hadronic EAS result in a much more irregular shape to the

Cherenkov light pool, however, Cherenkov radiation is still observed by ground=based

telescopes within this light pool.

M:‘L
The intensity of Cherenkov radiation (V) emitted peré)art.icle track length (x)

and per ft}aveiéngth (A) can be determined_hg:g;gilhg the Frank-Tamm formula [31]:

d*N 2:11'::12'2(1 1 )
ded) )2 B?n2(\)’s

(1.16)
{;'i,for’g,a is the fine structure constant, Z the charge of the charged particle and n(\)
the frequency dependent refractive index. Since the intensity of Chernekov light is in-
versely proportional to the square of the wavelength, Cherenkov radiation tends towards
shorter wavelengths. However, as the Earth’s atmosphere absorbs high energy photons.
the observable Cherenkov light has a wavelength of ~ 300nm [32| resulting in a blue-ish

light.

The absolute intensity of Cherenkov light produced in an EAS is determined by
the summation of radiation emitted by each relativistic charged particle within the EAS.
Since the numpber of charged particles within an EAS is dependent on the energy of the
progenitor 6 the particle cascade, it is possible to determine the energy of the original
v-ray or CR by measuring the intensity of the Cherenkov radiation within a light pool on
the ground. This forms the operational principal for the Imaging Atmospheric Cherenkov

Telescope.
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1.4 Imaging Atmospheric Cherenkov Telescope

Slja;‘e -based ~-ray teleqcc}pe% such 3@ the Ferm a{*»? telescope, are able to directly observe

L)l(h radiation by utlhqm ' (‘H]DI‘IHIF'LEI nt. The large area telescope (LAT) of
Fermi [33] WSES two igge_gapﬂi components: firstly, a particle tracker which measures the
path of electrons/positrons produced when a ~-ray interacts with a metal plate (via pair
production); and secondly, a calorimeter consisting of stacks of Caesium-Ilodide crystals.
When the particles enter the calorimeter a particle shower is initiated, resulting in the
energy of the initial particle being deposited within the calorimeter. As with EASs, the
length of the particle shower depends on the energy of the progenitor of the cascade.
It is therefore possible that the particle shower induced by a VHE #~-ray is not entirely

contained within the calorimeter. This places a limit on the energy range of space-based

Deribe

gamma-ray telescopes. ‘ J‘_'"u\ ILI\J
P/o-u &m

ey

As previously described, when a VHE ~-ray/CR enter iEmth s atmosphere, the r" j‘

energyolsuchradiatien is deposited into the atmosphere via an EAS. The atmosphere is

therefore acting as a calorimeter, much like that of Fermi-LAT, but with a much higher
upper energy threshold. Ground based telescopes are able to determine the energy of the
initial y-ray /CR by-ebsessnesmd measuring the intensity ﬂi(.jherenknv radiation emitted
by the relativistic particle shower. These telescopes are known as Imaging Atmospheric
Cherenkov Telescopes (IACTS)'& example of this imaging technique with two IACTSs in

the cone of a Cherenkov light pool is shown in Figure 1.9.

The first significant source detection using the IACT technique came from ob-
servations of y-rays emitted by the Crab Nebula in 1989, by the 10m reflecting telescope
at the Fred Lawrence Whipple Observatory [35]. This detection would give rise to the use

of IACTSs for the study of VHE ~-rays. Currently, the most notable observatories using
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Figure 1.9: Illustration of the IACT technique showing the Cherenkov light pool produced
by the EAS initiated by a 300GeV ~-ray photon. The camera image observed by both
[ACTs is shown in addition to hadronic particle shower [34].

the JACT technique are the arrays: H.E.S.S. [36], VERITAS [37], and MAGIC [38].

The working principle of the IACT technique is simply a focusing telescope [of
D;iffﬁrsyfsectioy)&l) and a camera sensitive to low intensity light in the blue and
near ultraviolet electromagnetic energies. The Cherenkov light produced by an EAS has

a very small timescale and relatively low intensity, comparable to the night sky back-

e 7Y

ground (NSB). As such, the Cherenkov imaging camera must be sensitive to very low
intensities and possess high-speed readout electronics in order to capture the entirety of
the Cherenkov event. The intensity of Cherenkov light within a light pool produced by
an EAS is proportional to the energy of the progenitor )0 the particle shower. As such,
the size of an IACT’s primary mirror infers the targeted energy range of such telescopes:

low intensity Cherenkov events initiated by low energy ~-rays require a larger collection
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Figure 1.10: The modern IACT arrays of H.E.S.S (a) MAGIC (b) and VERITAS (c¢).

area than higher intensity, high energy, events. The pixelated Cherenkov imaging cam-
era placed at the focal plane of the mirror must also scale with mirror size to maintain
resolution. In addition, the collection area, and number of telescopes, of an IACT array
must increase for observations at higher energies since the flux of y-rays decreases with

increasing photon energy. More telescopes spread over a larger footprint increases the

probability of observing high energy events.

The Cherenkov imaging camera utilises (a"high gain photomultipliex{and high

speed digitising electronics to directly image the Cherenkov light produced by an EAS.
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. 3 Telescope field of view

10km

Y

Figure 1.11: An illustration of stereoscopic observations for IACTs. The shower images
observed by each of the telescopes in the Cherenkov light pool is shown by the inset dia-
gram. The major axis of each Cherenkov ellipse is used to determine the arrival direction
of the particle shower [39].

The emission angle of Cherenkov photons from the particle shower depends on the position

(height) at which the photons were produced. This variation in emission angle produces

varying incident angles with the telescope mirror, which results in Cherenkov photons
L

interacting with the Cherenkov camera focal plane at different pixel positions. The uniform
shape of the v-ray induced EAS, and Cherenkov light pool, produces a shower image
on the camera surface. The shape of this Cherenkov image corresponds directly to the
characteristics of the EAS as shown by Figure 1.11. The ellipticity of the camera image
describes the direction of the EAS in relation to the telescope pointing position: circular
images are produced by on-axis Cherenkov events and elliptical images by off-axis events.
The use of event timing can be used to portray the evolution of the particle shower as

the Cherenkov light traverses the camera focal plane (see Figure 4.28). The intensity and
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source direction of the EAS can 9)61 be determined by analysing the shape of the ellipses.
This analysis technique was first proposed by A. M. Hillas [40] and is described further in

Section 5.4.

rashe

Each of the IACT arrays shown in Figure 1 10 gperatesnder stereoscopic obser-

| A JW i1 Araryed by
vations, meaning They ard comnprisodeed multlple telestopes_(0.2.and 4 telescapes respoec:
tively) with each telescope ohserving the same v-ray source. Stereoscopic observations

greatly improve the performance of an IACT array by improving the shower reconstruc-
tion and background rejection when compared to that of a single telescope. Figure 1.11
shows three IACTs within the Cherenkov light pool of a v-ray induced EAS. Each of the
three telescopes produce an elliptical shower image, the shape of this ellipse depends on
the direction and angle of the EAS with respect to the individual telescope. By overlaying
the shower images and extending the major axes of each ellipse (as shown by the inset
diagram), it is possible to find the arrival direction of the EAS and, hence, the arrival
direction of the primary ~-ray [41]. In addition to the direction of the shower, the energy

reconstruction from each telescope is averaged to provide a more accurate value for the;

7 Dirwass mbeany
4 Light W PO @ YW Cuﬂu

As the intensity of Cherenkov light produced by an EAS is relatively low, each

shower and progenitor energy.

Cherenkov camera in an TACT array must self=trigger at low intensities. It is therefore
possible for a camera trigger to be produced by the NSB. Section 2.4.3 describes the trigger
logic utilised to prevent such triggers. With stereoscopic observations, one can adopt an
array-level trigger logic to further reduce background triggers. Coincident events must be
observed across all cameras for such triggers to occur [43]. With NSB triggers minimised,
the largest source of background light is the Cherenkov light produced in CR initiated
EASs. It is possible to discriminate between CR and ~-ray induced showers through
the parameterisation of the shower image as the image of a CR shower is much less
symmetrical and broad in shape. However, muons produced in a hadronic EAS represent

a further source of background Cherenkov light. Relativistic muons produced in such
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Figure 1.12: An example of a muon ring observed by the CT5 camera of the H.E.S.S.
array. The colour scale indicates the photoelectron charge per pixel following calibratizf
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showers can reach the surface and inte with the structure of an IACT, the Cherenkov

<A

light cone produced in such interactions is focused by the telescope mirrors and imaged by

the Cherenkov camera [44]. The shower image produced by a muon takes the shape of a

‘d

ring as shown by Figure 1.12 whereby the radius of the ring is proportional to the energy 0
of the muon. Such muon rings are indeed background events, but they do provide an k

opportunity for the calibration of the optical efficiency of a camera and telescope mirrors ¢ ) Vl-t"

[45] as variations in pixel intensities across the ring would suggest less efficient pixels. 9

1.5 Thesis Outline

The focus of this thesis is on the silicon photomultiplier (SiPM) based Compact High
Energy Camera (CHEC-S), the prototype Cherenkov imaging camera designed for the

small=sized telescope of the Cherenkov Telescope Array (CTA). I begin by providing an
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overview of CTA with a discussion of the scientific goals, array requirements and array
composition of both northern and southern hemisphere sites in Chapter 2. I then give
a detailed description of CHEC-S with a focus on the design and utilisation of the front
end electronic (FEE) chain, including the SiPM, shaping electronics, and the trigger and

digitising application specific integrated circuits (ASICs).

The various tasks that I had CDWed upon first joining the CHEC team are
described in Chapter 3. I start by discussing the build and assembly of CHEC-S., including
the initial verification of electronic components with simple power and communication
testing, before CHEC-S was shipped to the Max-Planck Institute for Nuclear Physics for
further verification. I then discuss the full camera verification tasks undertaken at MPIK
during a number of visits to the institute in collaboration with other members of the
CHEC team. Finally, I describe a number of investigations completed at the University

of Leicester with the use of a single FEE chain.

Chapter 4 outlines the improvements that I have made to the calibration proce-
dure of the CHEC-S digitising ASIC (TARGET-C). I begin by describing the composition
and structure of the ASIC before providing a discussion of the pedestal calibration required
for digitised data. I then discuss the calibration of the TARGET-C analogue-to-digital
converter (ADC) resulting in a transfer function (TF) lookup table containing the con-
version of ADC counts to voltage. I present a new method for the generation of a TF
calibration dataset which I have developed to further improve the accuracy of ;E.!‘h‘Eal-
ibration. I then describe the effect of temperature on the TF calibration and outline a
method for correcting the temperature dependence. Finally, I detail an investigation of the
saturation regime of the digitising ASIC before describing the method I have developed
for the correction of saturated waveforms and the performance gained by adopting this

method.

In Chapter 5,1 provide a description of the on-telescope campaigns performed
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with CHEC-S installed on the ASTRI-Horn telescope on I\«:Ii__]-ﬁ_]tna, Sicily. I begin by
outlining the operation of CHEC-S during on-telescope observations before describing the
Hillas analysis technique utilised in the observations of Cherenkov showers. I then describe
the occurrence of triggered events that seemingly do not contain Cherenkov shower images
and propose a method for their production determined by analysing the digitised data

from such events. Finally, I show the application of the saturation correction procedure I

developed on high intensity Cherenkov shower events containing saturated waveforms.
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Cherenkov Telescope Array
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2.1 Introduction

The Cherenkov Telescope Array (CTA) [46] is the next generation ground based ~v-ray
observatory designed to build upon the knowledge and experience gained throughout the
operation of current IACT arrays (see Figure 1.10). The CTA consortium consists of
~ 1500 members from more than 150 institutes in 25 countries (at the time of writing)

with many members associated with the existing IACT arrays.

The design of CTA consists of ~ 100 Cherenkov telescopes covering a few square
kilometres at two array sites; one at the Roque de los Muchachos Observatory on La
Palma, Spain, and the other 10km southeast of the Paranal Observatory in the Atacama
Desert., Chile. In addition to this, CTA comprises three telescope sizes: a large sized
telescope (LST), medium sized telescope (MST) and small sized telescope (SST). The
advancelents adgpted in telescope design, camera technologies, and the shear number
of telescopes proposed will improve the sensitivity of v-ray observations by an order of
magnitude when compared to current [ACT's and extend the energy range at which ~-rays
are observed. In this chapter;,l will first discuss the aims of CTA and the requirements
imposed on each telescope to ensure these aims are achieved, before covering the array and
telescope composition. [ will then discuss the Compact High Energy Camera (CHEC),
giving a description of the various electronic components with further detail on the front-

end electronics (FEE) as theses components represent a 9&4 focus of my research.

2.2 Science and Performance Goals

CTA will expand upon the current generation of IACTs by operating two arrays in both
the northern and southern hemispheres. It will improve the sensitivity of observations by
an order of magnitude at 17eV when compared to MAGIC, HESS and Veritas) as shown by

Figure 2.1 [47]. In addition to this, the large collection area and array size will significantly
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increase the rate at which Cherenkov photons are observed. More advanced telescope and
Cherenkov camera technologies will produce greater angular resolution and field of view
(FoV) in an extended energy range of 20GeV to at least 3007°¢V, providing the ability to

observe extended and high redshift sources with greater accuracy than previously possible.

I I I | \I | ] “I 1T LA T I I | T Frrra T ] IR I I |
T\ & IE
\ . A 3
=~ 101" \ F 4 : — 8
Nm E "'I. \ y i E -;E.-
= R e . 1%
{% — X . \ N, = %
g} = : i\‘ n’f“:-:”.f_' . / & E
L - ™ R AR | &
o 1+
JE 42 \ N “\MAGIC 50 >, 5??‘% O 3
= 107 = S Ny, M o H 2
v s \ "\.':_ — ‘ A — &
C — s - - é’ — &
@ o5 . H.E.S f 'e) —H &
75, - \\ G =18
3 il N 0“5" L
L i e ) - &
> Sacis O 2
-i3 o\} i
w10 " ) = B
= < 932

= () 3

I~ Differential flux sensitivity .

[ | | L L 1111 | 1 1 L1 b 111 I | | | T | | 1 1 L 1141 I | ]

1072 10~ 1 10 10°

Energy EH (TeV)

Figure 2.1: The simulated performance of CTA compared with existing gamma-ray ex-
periments. The plot shows the differential energy flux sensitivity of the North and South
arrays after 50 hours of observations. The overlapping sensitivity of multiple instruments
allows for further validation and cross checking when observing gamma-ray sources.

CTA will be the first observatory of it’s kind to operate as an open observatory.
meaning observations will be on a proposal basis which should produce higher scientific
output by the wider v-ray astronomy field. Finally, the large number of telescopes will
greatly enhance the surveying and monitoring capability of CTA whilst allowing for the
observation of multiple sources with a subset of telescopes. Both HESS [48] and MAGIC
[49] have proven the use of IACTs in multi-messenger astrophysics u;rith observations of
gamma-ray bursts (GRBs) after an initial detection by the F I and SWIFT space
telescopes. By operating in both the northern and southern hemispheres, CTA will ob-

serve the entire sky and provide greater opportunities for the study of multi-messenger
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astrophysics. In addition to this, CTA will e operate simultaneously with many new and
next generation instruments such as: gravitational wave observatories LIGO and Virgo:
~ /N{ eutrino telescopes IceCube-Gen2 and KM3NeT; and many more. The synergy between
these next generation instruments will significantly impact multi-messenger and transient

astrophysics [50].

With an improved performance, collection area and all-sky capabilities, CTA
aims to address many of the current questions }Ié in very-high energy astrophysics. These

questions have been categorised into three themes [47]:

1. Understanding the Origin and Role of Relativistic Cosmic Particles.
2. Probing Extreme Environments.

3. Exploring Frontiers in Physics.

As described earlier, the observation of «-rays is primarily to gain further understanding
of the mechanisms and environments giving rise to such photons ultimately so that one

may understand the production and acceleration of cosmic rays (CRs) within these envi-

ronments. CTA also aims to further explore the role of CRs in the formation of stars and 1

galaxy evolution.

|

Observations of the most extreme environments, such as those a—peessrrty
of neutron stars and black holes, will improve our understanding of physical processes

present in such environments. CTA aims to achieve this by observing ~-rays produced by

L

relativistic jets emanating from active galactic nuclei (AGN) [51]:{311%5&(1 emission from
fast rotating pulsars; and those M&d in the Shnclq‘ﬁi supernova remnants (SNRs)
and colliding wind binary systems. By observing the spectra of extragalactic sources, it is
possible to probe the cosmic voids and subsequent radiation and magnetic fields giving rise
to the intergalactic magnetic field (IGMF). Observations of this kind will help determine

the interaction processes within cosmic voids [52].
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Finally, with the extended energy range and increased sensitivity of CTA, it will
probe the frontiers of astrophysics with the aim of observing unexplained phenomenon
which may provide answers to the many open questions of fundamental physics. Dark
matter (DM) constitutes ~ 27% [47] of the total energy in our Universe and represents a
key target for CTA. The relative abundance of DM sh peal:f evolution of galaxies and
cosmic structures through gravitational effects. 'Q%Lmost. promising particle candidateyfor
DM is the weakly interacting massive particle (WIMP) with a rest mass between a few tens
of GeV to a few TeV [53]. CTA aims to determine the abundance of WIMPs through the
observation of v-rays produced when DM particles annihilate, an abundance of WIMPs
correlating with DM observations would confirm this theory [47]. Axions, or Axion-like
particles (ALPS), represent another candidate for DM particles predicted by extensions to
the standard model (SM) [54]. As extragalactic y-rays traverse the intergalactic medium,
they may interact and couple with ALPs under the influence of the IGMF [55]. Since
v-rays are attenuated via the scattering of photons within the extragalactic background
light (EBL), ALP-photon coupling would reduce the effect of EBL absorption resulting
in a detectable enhancement to the extragalactic ~-ray spectrum [56]. The observation of
WIMPs or ALPs through their interactions with ~-rays would indicate the detection of
dark matter and provide a remarkable breakthrough in our understanding of the physical

universe.
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As stated previously, CTA observations will either be conducted as open ob-
servations via guest proposals or in accordance with the consortium’s Core Programme.
CTA’s core programme will account for 40% of the overall observation time over the first
year and consists of nine Key Science Projects (KSPs) [47]. Each of the KSPs corresponds
to an observation source category or survey with the aim of addressing the science ques-
tions connected to the three themes of CTA described before. Figure 2.2 shows the KSPs
representing the core programme of CTA in addition to the science questions and themes
each KSP will contribute towards. The data obtained during the CTA core programme
will be available to non-CTA members following a predefined period (~1 year). Detailed
information concerning each of the CTA KSPs can be found in Science with the Cherenkov

Telescope Array (CTA consortium, 2018) [47].

2.2.1 Requirements

The performance of CTA is pivotal )&0 ensuring that each of the science goals and ques-
tions are addressed, CTA has imposed a large number of requirements that gach telescope
) e Jed W xp
must W—t& in order to ensure the perfnrmance%aﬂhu_ojﬂphdng the KSPs.
The requirements cover various aspects including: the performance of the telescope array
under varying environmental conditions (temperature, humidity, high winds and earth-
quakes); the performance of the telescope structure in terms of pointing accuracy and
target acquisition time; the response of the Cherenkov imaging camera under high night
sky background (NSB) conditions, including operation under moonlight; and finally, there
are requirements concerning the format and usability of the digitised and calibrated data
following a Cherenkov light event. For a telescope to bﬁ accepted as an in-kind contribu-
tion, the structure and camera subsystems musi/suspmss each requirement and be able to
prove the reliability of the instrument for the duration of the array lifetime. The CTA

requirements are currently accessed via the CTA Jama website [57], however, this is set
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™
to change[@l 2022.

The focus of my research presented in the following Chapters largely concerns the
performance of the silicon photomultiplier (SiPM) Cherenkov camera prototype (CHEC-S)
designed for the small sized telescope (SST). The primary goal in characterising CHEC-S
is to assess the performance of the camera electronics; analysis and calibration pipeline;
and structural design with respect to the corresponding requirements imposed by CTA.
The assessment of CTA requirements » regarcF to CHEC-S performance was conducted

by many members of the SST Camera team through the analysis of data taken with a

fully populated CHEC-S or a subset of camera electronics.

Whilst the research presented in this thesis contributes to the overall charac-
terisation of CHEC-S, the only direct comparison to a CTA requirement is with that of
requirement B-TEL-1010. This requirement is further described in Section 4.6 and re-
lates to the fractional charge resolution of CHEC-S front-end electronics (FEEs); a measure
of the performance of the SiPM, digitising electronics, calibration, and event reconstruc-
tion by comparing the expected photoelectron (p.e.) level to that of the extracted p.e.
level. In Section 4.6 B-TEL-1010 is used to compare the charge resolution performance
of CHEC-S before and after the application of a saturation recovery algorghm. In addition
to this, B-SST-1680 provides the justification for the investigation g}tﬁ' the performance
of the FEE chain under varying night sky background (NSB) conditions outlined i
B-SST-1680 describes the NSB conditions under which each telescope must be able to

observe y-ray induced Cherenkov radiation.

2.3 Array Composition

CTA will cover a more extensive energy range of 20GeV to 3007eV when compared with

current [ACTSs, as shown by Figure 2.1, this vast energy range necessitates the use of three
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sizes of telescopes. The telescope composition of CTA is as follows:

e The Large Sized Telescope (LST), conaia’éxg’ of a single parabolic reflecting surface
with a diameter of 23m, an on-axis point spread function (PSF) of 0.05° and a field
of view (FoV) of 4.3° [58]. The LST will utilise a large camera comprising 1855
photomultiplier tube (PMT) pixels to observe low energy Cherenkov light events

between 20GeV and 200GeV [59].

e The Medium Sized Telescope (MST) represents the second largest of the three tele-
SCOp }z& of which two designs currently exist. Firstly, the further advanced,
modified Davies-Cotton layout with a 12m diameter reflecting surface [60] and
two proposed Cherenkov cameras: FlashCam [61] and NectarCam [62]. The two
Cherenkov cameras contain 1764 and 1855 PMT pixels with a FoV of 7.5° and 7.75,
respectively. The second, and less developed, MST design is that of the dual-mirror
Schwarzschild-Couder Telescope (SCT) [63]. The SCT consists of a 9.7m diameter
primary reflecting surface and a 5.4m diameter secondary mirror. This design allows
for the use of a smaller Cherenkov camera comprising 11, 328 SiPM pixels with a
FoV of 7.6°: similar to that qf the MST despite the variation in mirror diameter and
camera size. Both jgga};e‘hq gf the MST will observe showers in the core energy

range of CTA between 150GeV to 5TeV

e The Small Sized Telescope (SST) utilises a Schwarzschild-Couder, dual-mirror design
housing a 4.3m primary mirror and 1.8m secondary mirror [64]. As with the SCT
M the dual-mirror design of the SST structure allows for a smaller Cherenkov
camera. The SST Camera will consist of 2048 SiPM pixels thermally coupled to a
liquid cooled focal plane, producing a ~ 9° FoV and ~ 0.1° PSF [65]. The SST will

observe the highest energy Cherenkov showers between ~ 1TeV and 3007TeV .

The PSF and FoV are both commonly used parameters which describe the optical perfor-

mance of g%%h telescope. In the absence of atmospheric turbulence, the response of any
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Figure 2.3: A rendered image of the proposed telescopes for CTA providing a comparison
of the SST-2m, PSCT, MST and LST telescopes. A notable comparison of the PSCT and
MST structures is shown, the impact of using a dual-mirror structure is observed by the

difference in mirror diameter [66]
2 N7 .4»“7

telescope is extended due to the diffraction of light caused by the telescope aperture, the /

extent of this diffraction is described by the PSF of a telescope{ Atmospheric turbulen@

and mirror aberrations broaden the PSF: telescopes of this kind are therefore diffrac- ?
tion limited and the PSF describes the absolute limit of optical performance and angular )}

resolution. The FoV simply describes the area of sky observable for each telescope.

Figure 2.3 shows a comparison of the three telescope sizes of CTA including
both variants of the MST (SCT and MST). As stateq previously, the size of each telescope
is indicative of the energy range in which m is most sensitive. The intensity
of Cherenkov light produced following an EAS is dependent on the energy of the shower
progenitor, v-rays and CRs with higher energy will produce more populated particle cas-
cades and therefore, more intense Cherenkov light pools. Low energy particle cascades
result in less intense Cherenkov events, large telescope mirrors are required to collect this
and focus it toward the Cherenkov camera. Similarly, the electronics and photosensors

for each Cherenkov cameraﬁ%ptimised so that the greatest performance can be achieved
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within the specific energy range for

each telescope size.
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Figure 2.4: Images showing the currently proposed layout of the CTA-North (left) and
CTA-South (right) arrays. The layout of each array was chosen by evaluating the simulated
performance of varying configurations [67],

CTA will deploy the three telescopes across two array sites: CTA-South in the
Atacama Desert of Chile, 10km southeast of the European Southern Observatory’s (ESO’s)
Paranal Observatory; and CTA-North at the Observatorio del Roque de los Muchachos on
the island of La Palma, home to W MAGIC. The layout and composition
of the two C'TA array sites has been optimised through Monte Carlo simulations to produce
the greatest performance possible for the proposed configuration [68]. Figure 2.4 shows
the baseline layout for both CTA-North and CTA-South, the composition and layout of

these arrays can be used to indicate the expected operation of CTA.

The baseline composition of CTA-South comprises four LSTs, twenty-five MST's
and seventy SSTs spread across an area of 4km?. With the use of all three telescope sizes,
CTA-South will observe the southern celestial hemisphere across the entire CTA energy
range covering the%lactic centre and %Jactic v-ray sources. As stated previously, the
intensity of Cherenkov light produced in a particle shower is proportional to energy of the
shower progenitor and as such, the size of the LST mirror is required to observe the lowest
energy Cherenkov light events. However, since the flux of low energy ~-rays is relatively

high only four telescopes of this kind are required. Conversely, a larger number of SST's
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are required to observe the high energy, high intensity events. The lower frequency of such
events provides the necessity for a large number of SSTs covering a vast collection area

when compared to the LST and MST.
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Figure 2.5: Left: The attenuation of gamma-rays at a given photon energy, £, for sources
at redshifts of 0.03, 0.1, 0.25, 0.5, and 1.0. The three lines shown in the plot indicate the

models used bi Primack et al [56]. Right: The gamma-ray attenuation edge produced

by the same used in the left plot. The curves show the redshift at which the
pair-production optical depth reaches the value 1, 3, or 10 as a function of E,.

rmokeds

CTA-North will consist of four LSTs, fifteen MSTs, and no SST's in_i,t:’-g baseline
configuration. As shown in Figure 2.4, the CTA telescopes will be positioned sur_rﬁ‘tbuding
the existing MAGIC telescope array. The construction of CTA-North begax E;::i October
2015, with the inauguration of the first LST telescope (LST-1) on 10th October 2018. In
addition to telescope size indicating the observable energy range and target sources, the
location of CTA-North and the exclusion of the SST can also be used to illustrate the
sources observable to the northern array. The exclusion of the smallest telescope limits
the energy range of CTA-North to 20GeV - 207eV with the use of LSTs and MSTs
alone. The reason for this is the attenuation of VHE ~-rays through photon-photon pair
production as v-rays traverse through background photon fields such as the EBL, which

therefore attenuates the y-ray spectrum when observing extragalactic sources [56]. Figure

2.5 shows the attenuation of v-rays emitted by sources at varying redshift (z), it can
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be seen that the greater the distance to the source, the higher the attenuation of emitted
radiation. In addition, it can be seen that the attenuation of v-rays is greater for increasing
photon energies. As CTA-North will observe the northern celestial hemisphere, targeting
extragalactic sources, the attenuation of higher energy ~-rays from such sources removes

the necessity for the SST.

2.3.1 Small Sized Telescope

Originally, the conceptual design of CTA comprised three unique solutions for the SST
shown by Figure 2.6. The use of three SST designs for CTA was adopted to increase
prototyping and implementation effort across multiple project teams whilst also responding
to the requirements imposed on the funding received by the project teams [65]. The three

solutions for the SST implementation are as follows:

e SST-1M, utilising a single mirror Davies-Cotton (DC) layout with a 4m diameter
segmented reflecting surface, achieving an effective collection area of 6.47m? [69].
The SST-1M Camera utilises a photo-detection plane (PDP) containing 1296 SiPM
pixels arranged in 108 modules [70] in conjunction with a novel fully digital readout
and trigger system - DigiCam [71]. The design of the DigiCam electronics enables
the continuous digitisation of the analogue signal produced by the PDP. This signal
is then utilised in the event triggering and readout scheme. The m u% design

of the SST-1M telescope structure necessitates the use of a large Cherenkov cam-

era. As such, the SST-1M Camera is constructed with a hexagonal shape with a

diameter (vertex-to-vertex) of 1120mm and length 735mm and a mass of ~ 200kg

@ Lglas O L

e SST-2M Astrofisica con Specchi a Tecnologia Replicante Italiana (ASTRI)(&@:‘I‘I'—'
M,(f AN

priwes a dual-mirror Schwarzschild-Couder [72] t with primary and sec-

ondary mirror diameters of 4.3m and 1.8m respectively, producing an effective
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collection area of ~ 8m? [73]. The ASTRI Camera utilises a curved focal plane
comprising 37 photo detection modules (PDMs). Each PDM contains 64 SiPM pix-
els, arranged in a @E}f: xel ‘array, connected to the FEEs and housekeeping field
programmable gate array (FPGA) [74]. The main component of the ASTRI Cam-

Licekd +
era FEEs is the EASTROC [75] bly specific integrated circuit (ASIC), which

is designed to interface with SiPM pixels. EASIROC is responsible for the trig-
gering and shaping of the analogue SiPM output. Unlike other FEEs proposed for
CTA, EASIROC integrates the analogue signal to produce a single value for the
amplitude of this integration. This method is used to reduce the volume of data
produced by the Cherenkov camera. The integrated amplitude is then fed through
one of two voltage sensitive low noise pre-amplifiers: one high-gain and the other
low gain [76]. The use of high and low gain preamplifiers produces a dynamic range
of 1 — 2000 photoelectrons without the need for saturation recovery (See 4.6). The
use of a Schwarzschild-Couder layout telescope structure allows for a smaller form
factor Cherenkov camera. The mechanical design of the ASTRI Camera follows a

truncated-cone shape with dimensions 560mm x 500mm x 500mm and a total mass

of 50kg [74].

G evens, - ('B-¢7
SST-2M Ggatima Cherenkov Telescope (GCT), also utilising a dual-mirror Schwarzschild-

Couder telescope structure with primary and secondary mirror diameters of 4m
and 2m. producing an effective collection area similar to that of the ASTRI tele-
scope [77]. The camera designed for GCT is the Compact High Energy Camera
(CHEC) and currently consists of two prototypes. The first prototype, CHEC-
M., comprises 32 camera modules each containing a 64 multi-anode photomultiplier
(MAPM) connected to a FEE module via a preamplifier buffer board. The CHEC-
M FEEs utilises four TARGET ASICs [78] responsible for the triggering and digi-
tisation of the shaped analogue signal produced by the photosensors. _Cllgun&ly to

the EASIROC ASIC used by the ASTRI camera, the TARGET 5 ASIC used by
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CHEC-M samples the analogue photosensor waveform at 1G'Sample/s, storing each
waveform sample in a deep analogue ring buffer array comprising 16384 samples.
Following a successful trigger, the TARGET 5 ASIC digitises a section of the ring
buffer with a programmable window width (usually 96ns). With this implementa-
tion, it is possible to readout full waveform events from CHEC-M [79]. The second
GCT camera prototype, CHEC-S, utilises similar mechanical design and back-end
electronics (BEE) to CHEC-M._&)WEVEI‘, SiPMs are used instead of MAPMs and an
upgrade to the FEE module has been incorporated in the improved camera elec-

tronics.

SST-2M GCT SST-2M ASTRI SST-1M

Figure 2.6: A rendered image of the three SST prototype designs. Again, the reduced size
of the SST-QA telescopes is cle'u when cnmpi[ed to the single-mirror SST- t?lescc-pe

[64]. '\{0 &H. M-Lu&.md

Whilst the implementation of three SST designs proved successful in increas-

*

ing prototyping effort and system development, it does introduce a much higher level of
complexity. In early 2018, the CTA Observatory (CTAQO) concluded that the optimal
solution for CTA would be the simplest and most harmonised solution across all sizes of
telescope. As the SST's represent the greatest source of complexity, it was recognised that

the implementation of a single SST design would produce the most optimised system by
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removing variations in telescope performance whilst simultaneously reducing maintenance
and operational differences across the SST sub-array. It was therefore decided that a single

SST design would be implemented in the observatory.

Each project team submitted a detailed telescope design and a large sum of
applicable documents in October 2018, describing the proposed telescope and camera sub-
systems which would form the in-kind contribution for the SST. The design of the telescope
structures for both dual-mirror SSTs allows for the installation of the ASTRI camera and
CHEC on either of the SST-&’ structures. Following the successful on-telescope cam-
paign of CHEC-S on the ASTRI-Horn telescope at Serra La Nave, Sicily in May 2018 (see
Section 5), a joint proposal was submitted comprising the ASTRI telescope structure and
CHEC-S. In addition, a second proposal was submitted by the GCT team, again utilising
CHEC-S, and a third proposal from SST-1M members. Each proposal included improve-
ments and further development from the base design of the prototypes. An external panel

5
was formed to review the submitted proposals and conduct a number of (;’I}__;,BHCES wdi?{
the three SST teams in order to determine which of the proposals represented the best
solution for the SST. Taking into account the findings and recommendation of the review
panel, in addition to funding considerations, the CTAQO declared that the SST design

should be based on the CHEC/ASTRI proposal. The following section gives a detailed

description of the SiPM CHEC prototype (CHEC-S).

2.4 Compact High Energy Camera

The SST of CTA is designed to observe the highest energy ~-ray interactions and, therefore,
the highest intensity Cherenkov light events. The high intensity of light produced in such
events allows for the use of smaller telescopes. Such EVEIlt-Ez;Ff[‘{E ailﬁ_igﬁcﬁq*mm which
necessitates the use of many high FoV telescopes spread across a large collection area. A

key requirement for the SST is that each telescope should be as inexpensive as possible,
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allowing for a greater number of SSTs to be built with existing funding, providing a larger
collection area. The plate scale of a telescope simply describes the diameter of an image
at the focal point of a telescope, which determines the size of detector required to observe
an image with a given angular width. In using a dual-mirror Schwarzschild-Couder design
telescope, the plate scale is much reduced when compared to a single-mirror DC telescope
with identical optical performance [72]. This allows for the use of a cnmpaiw{jwi weight,
and cheaper Cherenkov camera [80]. CHEC was designed to fulﬁ]]/‘{his small plate scale

focal plane detector and as such, forms the basis of the SST camera.

Cooling connection

Cooling output to
to focal plane e

chiller
Cooling

input from chiller

SiPM and FEE _
module I' |

Lid Motors

UV-transparent _
Window :

Liquid-cooled Focal :
Plane | (N )

LED Flasher Units

Figure 2.7: An image of the CHEC-S prototype with the key features annotated [29].

The development programme of the CHEC project consisted of the build and
characterisation of two prototype Cherenkov cameras: CHEC-M and CHEC-S, utilising
differing multi-pixel photosensor arrays. CHEC-M was the first of the two prototypes

commissioned utilising MAPM photosensors and TARGET based FEEs [81|. The commis-

sioning of CHEC-M concluded with the inauguration and first light achieved in November
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2015 with CHEC-M installed on GCT at the Observatoire de Paris-Meudon [82]. The
second prototype, CHEC-S. which utilises SiPM photosensors and incorporates improve-
ments to the FEE chain from the lessons learned with CHEC-M. Figure 2.7 shows CHEC-S
annotated with the key features of the Cherenkov imaging camera. The remainder of this
chapter will describe the components of CHEC-S, with greater detail given to the pho-

tosensor and FEEs as the research covered in this thesis relatef heavily to the SiPM and

o

TARGET Module chain.

2.4.1 Mechanical Design

The mechanical design of CHEC-S comprises an internal aluminium rack, for mounting
all electronic components, enclosed by an external camera body, focal-plane plate with
lid and protective window, thermal exchange unit, network and power inlet panel, and
backplane access panel. Figure 2.8 shows an exploded CAD model of CHEC-S with

various components annotated.

During operation, the internal camera electronics dissipate a large amount of
power as heat within the sealed enclosure. The thermal exchange system is designed to
remove heat from within the camera and provide a stable thermal environment for the
camera electronics. The thermal exchange unit consists of six fans thermally coupled to a
liquid cooled heat sink. The fans, in conjunction with mechanical baflles, are designed to
circulate cooled air within the camera enclosure, cooling the electronic components. This is
achieved by passing chilled liquid. chilled by a commercially available chilling unit housed
in the telescope structure, through the thermal exchange unit. The TARGET-C digitising
ASIC represents the single component with the highest temperature dependency, section
4.5 describes the effect of and method for correcting for such temperature dependence.
In addition to TARGET-C, SiPM are highly sensitive to temperature and must also be

maintained at a stable temperature to maintain optimal performance of all photosensors.
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Figure 2.8: An exploded CAD model of CHEC-S with the majority of key elements anno-
tated. Adapted from [83].

In order to cool the SiPM tiles, the chilled liquid from the external chilling unit is passed
through the focal-plane plate via channels drilled into the aluminium structure. These
channels run directly next to the SiPM tiles and are thermally coupled to copper heat
sinks bonded to the SiPM tile printed circuit board (PCB), providing cooling for the
SiPMs. A breather desiccator is used to Hy,igm'ﬁn the humidity levels within the camera

enclosure as the internal temperature varies.

In addition to facilitating the cooling of the SiPM tiles, the focal-plane plate
is responsible for mounting the SiPM tiles and housing the LED flasher units used for
on-telescope calibration of the SiPM gain setting. The curvature of the focal-plane is a re-
quirement for all dual-mirror Schwarzschild-Couder telescope cameras in order to maintain
focus across the focal-plane and remove aberrations produced by tangential and sagittal
astigmatism [72]. Finally, a protective window is used to seal the camera enclosure and
protect the SiPMs from dust and moisture, a lid is also used to protect the camera when

not in operation.
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2.4.2 Photosensors (‘i?"M 7. Cys
—

/
Current existing IACT arrays almost entirely utilise conventional photomultiplier tubes
(PMTs) for the detection of Cherenkov light. PMTs are highly sensitive and provide ob-
servations of a single photon to several thousand photons. The photoelectric effect forms
the basis for the detection mechanism of a PMT, the general operation of a PMT can
be seen in Figure 2.9. The initial Cherenkov photon interacts with the photocathode of
the PMT, which releases an electron via the photoelectric effect. This electron is more
commonly known as a photoelectron. The focusing electrode is responsible for focusing all
photoelectrons into the electron multiplier. A high voltage (HV) is applied across the elec-
trodes, creating an electric field which accelerates the photoelectrons through the electron
multiplier, consisting of a number of dynodes. At each stage of the multiplier, electrons
are accelerated into the dynodes which produces more electrons through secondary elec-
tron emission. As such, the number of electrons is multiplied at each dynode providing a
large gain in number of electrons from the initial photoelectron, the gain of the electron
multiplier is controlled by the HV applied. Finally, the anode collects all electrons pro-

duced in the electron multiplier. The signal produced by each PMT would then be read

out through the FEEs of the camera [84].
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Figure 2.9: A diagram showing the electron multiplication mechanism present in photo-
multiplier tubes [84].
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Although PMTSs have been used since the first [ACT, they are not without their
disadvantages. The HV required to accelerate electrons within the PMT ranges from a few
hundred to a few thousand volts per PMT. Providing a stable and high enough voltage
incurs an increased cost for infrastructure and greater safety requirements. The plate scale
of the SST dictates the size of camera that can be installed on the telescope. As such,
standard PMTs cannot be used with the SST as they are too large, instead MAPMs were
utilised in the initial, CHEC-M, SST camera prototype. MAPMs consist of many PMTs

. : . wm :
arranged in a grid matrix as shown [ Figure 2.10. The advantage of this photosensor
is that they achieve a gain gffdthe order of standard PMTs whilst providing spatial, two-

- - - - . - - M -
dimensional intensity information when arranged in fpyal-ﬂd array. Advancements
_ _ A _
in the development and manufacturing of photosensors ipﬁ led to a decrease in cost for

photosensor technologies that have not previously been used in IACTs. The SiPM has

become much more cost-effective in recent years, and forms the photosensor used across

all SSTs and th@fmr the MST.
- | 3
. hc"‘\fl[l’ﬂ.’\/& AI’%"&*-
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Figure 2.10: A diagram showing the internal dynode structure of a multi-anode photo-
multiplier e [84].




2.4.2.1 Silicon Photomultiplier

The SiPM is a solid state semiconducting photosensor l?which the fundamental photo -
detection mechanism is based on a simple P-N junction (or photodiode). The p-type
and n-type materials are created by doping the semiconducting material with impurities.
increasing the number of freely moving electrons (9;1‘ n-type) or holes gﬁrﬁ p-type) within
the material. When the p-type and n-type materials are joined, a P-N junction is formed.
Within this region ;2 diffusion current forms whereb‘% the freely moving electrons in the
n-type material cross the junction and combine with holes present in the p-type material.
and freely moving holes in the p-type material cross the junction and combine with free
electrons in the n-type material. This diffusion current results in a region surrounding the
junction where only immobile positive ions are present in the n-type material and immobile
negative ions in the p-type material, this is known as the depletion region. An equilibrium
is reached when the electric field produced by the charge difference in the depletion region

e

disturbed by the introduction of a freely moving electron-hole pair. 5: electron-hole pair

diffusion gurrews. The equilibrium within the depletion region can be

is produced either via thermal excitation (dark count) or by the photoelectric effect when
a photon of energy greater than the bandgap of the semiconductor is absorbed. If the
photon is absorbed within the depletion region, the excess charge carriers (electron and
hole) will be accelerated by the electric field in the direction corresponding to the charge.
Aynﬁﬁ,ﬂ free electron pmduced?the P side of the junction will travel to the N side
resulting in a current across the junction. Excess charge carriers produced outside £ the

depletion region do not result in a current as there is no electric field in this re

n to
7 L/Lw( Lu.n/u« @* e X (el

_ _ L 1 v, I

It is possible to ﬁM@Pﬁﬁ]ﬂﬁﬂ-ﬂee the performance of a simple photodiode by /‘71“

accelerate such ions.

increasing the depth of the depletion region either side of the P-N junction. This is

achieved by applying a reverse bias voltage across the junction. In doing so, the electric
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Figure 2.11: A diagram of an avalanche photodiode (APD) annotated with the key features
and components used to describe an APD [85].

oM

field is intensified, which ges the freely moving electrons and holes in the N and P
material to move further from the junction which therefore extends the depth of the
depletion region. The increased depth of the depletion region produces a more sensitive
photodiode. As the electric field within the depletion region is increased. any excess charge
carriers produced in this region are accelerated to a higher velocity as the charge carriers
move towards the electrodes with a greater kinetic energy. If the electric field strength
carriest La e
is such that the mean kinetic energy ?f‘ the charge M;{hetwee collisions is greater
than the bandgap energy of the substrate, it is possible to ionise atoms within the lattice
through impact ionisation and release another electron-hole pair into the depletion region
[85]. Providing the electric field is maintained, the newly created excess charge carriers
can CWI y produce further electron-hole pairs‘ Lhrough impactionisatien. This leads
to an avalanche of excess charge carriers through rapid multiplication. Such devices are

subsequently known as avalanche photodiodes (APDs) and are used to produce a large

gain from the original photoelectric signal. Figure 2.11 shows an example of a typical



APD.

Current ()

Reverse Bias (V) '5
Reset Vblas

Figure 2.12: Plot showing the breakdown, quench, and reset cycle of a single photon
avalanche diode [86].

When a large enough electric field is applied across the APD, a single photoelec-
tron produced in the depletion region will initiate a self-perpetuating ionisation cascade
throughout the semiconductor, effectively amplifying the original electron-hole pair into a
macroscopic current flow. An APD operating under such conditions is known as a Geiger-
mode APD (GAPD) as the ionisation cascade is analogous to the ionisation discharge
observed in a Geiger-Miiller tube [86]. A resistor placed in series with the GAPD, known
as thejc’fluenching” resistor, limits the current drawn by the GAPD during this cascade or
breakdown, such that the reverse voltage across the GAPD is lowered. Once the reverse
voltage is lower than the breakdown voltage of the GAPD, the avalanche or breakdown
is halted and the GAPD must then recharge back to the original reverse bias voltage.
Figure 2.12 shows this principle as the current of the GAPD varies with each step in the

quenching process. GAPDs operated in this way are known as single photon avalanche

diodes (SPADs) which act as a photon-triggered switch providing a binary on or off state
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[86]. The signal produced by a SPAD during breakdown is independent of the number of ﬂ;\b«-&d‘)

photon interactions within the depletion region.
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Figure 2.13: The circuit diagram of a silicon photomultiplier pixel, comprising an array of
Geiger-mode avalanche photodiodes connected in parallel [86]. Each avalance photodiode
here represents a silicon photomultiplier microcell.
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SiPM comprises a densely packed array of SPADs, each with its own quenching resistor,

AL A

connected in parallel to a common readout bus. The number of SPADs (or microcells) in

circuit diagram

the array ranges from 100 up to 10,000 &P4B=s per mm?. Figure 2.13 shows a simplified
ﬁ a SiPM. When operated at a reverse bias voltage greater than t:ie l
breakdown voltage of the SiPM, the output of each fired microcell is summed and refetonT

via the common bus. The number of microcells that fired corresponds to the, amplitude
gn u\-ﬂ-&f,

of the voltage pmduced' which can be used to determine the intensity D%)h[}tt}ﬂs for this
e" ~
‘ ‘“kp- r‘l.(h |
V) pall '
> oA e
< .

-

single event at a given reverse bias voltage.
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ot CoAARTE NN
The SiPM tiles 1i:uhhed by CHEC-S are the Hamamatsu S126421616PA-50 patk-
\Finary

Bl b b

“ . . ; : ¢
W an array of 64, 6 x 6 mm SiPM camera pixels. Each SiPM camera pixel consists

Sy

i ; ; ; 3
of four connected 3 x 3 mm SiPM pixels in a 2 x 2 array. I use SiPM camera pixel here to
r—
F

- - - - \ -
highlight that the signal readout by the F EEf is that produced by the 6 x 6 mmtSiPM.
In addition to this, four SiPM camera pixels are grouped in a 2@2 array to form what

is known as a super r triggening ee{é.4.§j and thg application of the biasing
T U{r‘,(pr L:..\E Y mam:j af-

high voltage. L32 SiPM 11]:9%' ~ The following describes a

number of key parameters required to understand the operation of the SiPM:

o

Gain M Mk.[pi.;'m g-.;j;rv-

The gaiILCGSGf a SiPM siyﬂﬂy describes th@unt of ch@prﬁ;&ed for a single

photc:e!ectmn detected by a microcell and can be determined by the following expression:

(e

G = v (2.1)

where (' is the capacitance of the microcell, AV ;ﬁe SiPM overvoltage (AV = Viias —

¢ e

VBreakdown ), and e the £lectron charge.

The quantised, binary nature of a SiPM produces an output pulse that is pro-
portional to the number of fired microcells [86], N and contains a total charge, (7, where
Q1 = Nt x G xe. The gain of a SiPM is often given in units of either charge/photoelectron

or voltage/photoelectron.
Photon Detection Efficiency

The photon detection efficiency (PDE) of a SiPM is a measure of the sensitivity of the
photosensor to photons at a given wavelength. The PDE is dependent on overvoltage and

is given by the product of the SiPM’s quantum efficiency, avalanche initiation probability;,

and fill factor. (, .---:.'_’ [JJ.A'-\— Q \c MM (X.\ M“k u.k\r—
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Dark Noise

Dark noise describes the signal noise produced by dark counts. As described previously.
a dark count is the name given to an excess charge carrier Emduced in the depletion
region of a photodiode via thermal excitation. The).n.aas\ﬂ-a?( dark count frequency is a

pWer often used to describe the performance of a SiPM and is proportional to both

overvoltage and temperature [86]. Q_ Y "\ NJ"W-C)
W ) M
| WUev Jurn -
Optical Crosstalk l LA
The optical crosstalk of a SiPM represents an additional noise component. During the
avalanche breakdown of a microcell, excess charge carriers with sufficient energy are able
to produce secondary photons. These photons are able to travel to adjacent microcells
and initiate an additional breakdow11$which in turn may produce further optical photons.
A
The presence of a secondary photon, an%ecnndary avalanche, produces an excess amount
of charge in the SiPM signal which would result in the overestimation of initial photon

intensity [86]. Optical crosstalk gives a measure of the probability that a single avalanching

microcell will initiate an avalanche in a second microcell.
Afterpulsing

Afterpulsing is the term used to describe a microcell avalanche that was initiated by an
excess charge carrier that was temporarily trapped in a defect within the silicon substrate.

Afterpulsing therefore occurs after the initial micrgcell avalanche which groduces another

Lt
source of noise. ; X ‘)Lﬁ'\ ‘ o

Excess Noise Factor

The excess noise factor (ENF) of a SiPM describes the variation Dé photosensor to a
single photoelectron. The expression combines the statistical fluctuations that arise from

optical crosstalk and afterpulsing.



2.4.3 Front End Electronics

o Hhe CHEL-§ coanet, cad

E‘,adﬁ of the SiPM tiles is connected to the FEE; which are responsible for the shaping,
triggering, sampling, and digitisation of the analogue signal produced by the photosensors.
The data digitised by the FEEif' is readout via the DACQ) boards as described previously.
Figure 2.14 shows a SiPM connected to the FEE chain'which consists of a preamplifier

buffer board, directly connected to the photosensor, and a TARGET module connected * 'ﬂ‘-‘-

y adfar-bovd

via flexible ribbon cables. These flexible ribbon cables allow the SiPM tiles to be mounted

on the curved War plane whilst the TARGET module is mmmted‘@ the internal rack.

cechi luntors

Samtec 40 pin connector to the backplane carrying raw data, trigger, clock
signals, electronics power (12 V) and SiPM bias voltage (~70 V)

Power board provides low voltages, SiPM bias
voltage trimming and monitoring

Shielding for all switching components and ASICs
SiPM bias voltage
Low-voltage power on separate cable to buffer

Front-most front-end buffer PCB
forming the interface to the focal

Primary board and auxiliary plane plate

boards each contain 32
channels of readout

Copper heat-sink
arrangement to focal

) plane plate
TARGET C and T5TEA ASICs provide

16 channels of digitisation and

triggering. Slow ADCs provide a parallel Amplifier and shaper

readout stream for monitoring of DC circuits for optimal signal-
signal component to-noise

Cables used to remove radius
of curvature in focal plane

Samtec individually shielded coaxial
ribbon cables for analogue signals

Temperature sensor

Buffer circuits for
noise immunity

Figure 2.14: An image of the CHEC-S silicon photomultiplier and front end electmnic)‘
chain, with they key components annotated [87].

The first stage of analogue signal processing js given by the preamplifier buffer ..l1 ?
LY T \ WA PR AAYA -
'-JwI- ds ;w_ nAa, Land S

board. This preamplifier circuit provides noise immunity to plaintain signal‘integrity of obn ; P

the SiPM output [87]. The analogue signal is then sent to the TARGET module via the rm-—w}
shield ribbon cables. &""""L"f‘, 7

The second, and main, component of the FEE chain is the TARGET module. It



js given this name as _the desigu-etthettimedule,is based on the TARGET (TeV Array
Readout with GSample/s sampling and Event Triggering) ASIC—?‘ that perforng R event

tr 1ggf91111 g and signal dlgit.isa.t ion. The TARGET ASIC was specifically developed for use in

IACH pm ng trln"genng and digitisation of Cherenkov events. The first TARGET ASIC
iteration (TARGET-1 [78]) was developed from the Buffered Large Analog Bandwidth
(BLAB1) ASIC designed for applications in radio neutrino detectors [88]|. Since then,

the TARGET ASIC has undergone a number of development stages, producing various

ASIC iterations. The trigger and sampling ASIC used by CHEC-M was TARGET-5 [89],

-

representing the first TARGET ASIC utilised by an [ACT. During the C;{%;l’lﬂliﬂsiﬂlliﬂg

of CHEC-M, w dead time and noise produced by the/éamphng s Lk pﬁl.ﬂ-oq-ld'(

res WK

”Ba,amfi the performance of the F EEf 81]. TARGET-7 was developed with the aim that
these noise sources would be remﬂved 190], however the change in performance was minimal

parti > WA =
and the noise effects s-&l'l"p'r'eeeﬁt Despite this, TARGET-7 is 1;DJ-HF-dJ;y the F EE} of the

SCT prototype M In CHEC-S, the CEﬂﬁiﬂﬁ of TARGET-7 were separated mtc/
individual ASICs: T5TEA for event triggering and TARGET-C for digitisation. Each
of the 32 TARGET modules within CHEC-S contain four TSTEA and four TARGET-C

ASICs.

Figure 2.15 shows the functional block diagram of the CHEC-S electronics and
communications, highlighting the key components of each electronic stage. The following

describes a number of key components within the TARGET module:
Slow Signal Monitoring

The signal input into the TARGET is split into two shaping and digitising chains: the slow
and fast chains. The slow signal chain consists of a large time constant integrating circuit
and digitiser. The integrator provides a measure of the DC light-level observed by the
SiPM as the short timescale, low frequency Cherenkov events are 'Eenmved by integrating

1
the photosensor output over a large period of time [83]. As such /A is possible to track the
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Figure 2.15: A functional block diagram of the CHEC-S electronicsj 'Ehe communication
lines between each component, the raw data readout path, the trigger architecture, and
distribution of the synchronising clock [83].

position of stars on the focal plane using the per-pixel slow signal., which provides a method

for telescope pointing using an online pointing algorithm during telescope operations.
Shaping Electronics

The fast signal chain for each SiPM pixel is routed into the shaping electronics at the
front of the TARGET module. The purpose of the shaping electronics is to ensure that
the resulting analogue pulses are the optimal shape for triggering whilst maintaining a good
pulse shape for offline data analysis. Simulations conducted during the development of
CHEC-S found that the optimal pulse shape for triggering has a full width half maximum
(FWHM) of 5 to 10 ns and a 10-90% risetime of 2 to 6 ns. The width of the pulse ghepe
has a large effect on the triggering performance of the Cherenkov camera (see 2.4.3). In

short, if the W pulse is too narrow, the probability of forming coincident trigger
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signals with neighbouring pixels is reduced. If the pulse width is too large, it is possible
to form coincident trigger signals with NSB photons and dark counts [81]. The pulse
shape produced by a SiPM is governed by the rate at which the photosensor discharges
and recharges. For CHEC-S SiPMs, the pulse shape has a long fall time which must
be reduced to generate the optimal pulse shape, this is achieved via a pole-zero shaping

circuit.

In addition to the pulse shaping circuit, CHEC utilises an AC (alternating cur-

rent) coupling circuit to remove the DC (direct current) component of the SiPM signal ,

whretr-tontains bothir AT amr-4—eompements. The AC component of the SiPM signal
corresponds to the very fast, short timescale pulses produced in Cherenkov events. The
DC component corresponds to the static light level observed by the Cherenkov camera.

this is generally produced by the NSBM(] and any light pollution surrounding the

telescope. By removing the DC component, the baseline of the waveform is maintained at

i

OmV regardless of the NSB rate. Since the AC coupling is simply an RC circuit (a circuit M\J
lyﬁ'g resistor and léﬂ?mcitﬂr compaonans), the AC coupling performance is governed by
the time-constant of the RC circuit. In rapidly varying light conditions, the rate at which
the AC coupling circuit adapts to the new light level corresponds to the time constant, the
baseline during this period follows an exponential decay or growth depending on whether
the light level has increased or decreased. An example of this AC coupling RC decay

mechanism can be seen in Figure 5.13, which shows the observation of such effect during

the CHEC-ASTRI on-telescope campaign in May 2019.
Trigger ASIC

Following the shaping and AC coupling circuits, the analogue signal passes to the THSTEA
trigger ASIC. At this point the signal\from four SiPM pixels are CQW to produge

! $ 02&"‘9-\ comnit :.r11 o Luskh,
one trigger signal for a single trigger superpixel (SP). Th?ériggeri&gaw%

~wo-level frigger criteria during Cherenkov light obseswestoms [43]. The first-level (L1)
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Figure 2.16: The functional block diagram of the TARGET-7 trigger and digitising ASIC.
The block diagram is analogous to the combined architecture of the THTEA trigger ASIC
and the TARGET-C digitising ASIC [90].

trigger logic is evaluated by the four THTEA trigger ASICs on each TARGET module.
The L1 criterion states that the analogue sum of four pixels in a trigger SP must be greater
than a configurable threshold l;él set within the camera operating software. Within the
T5TEA ASIC, a comparator is used to compare the amplitude of the analogue sum to
the threshold level. Following a successful L1 trigger, a trigger signal is sent to the trigger

FPGA present on the aci[.:»}a,ne, containing a timestamp and the SP identification for all
SPs swsppAdsmp=tl] ctrtepuemer—"

The backplane trigger FPGA determines whether the second-level (L2) trigger
criterion is met. The L2 trigger logic states that twcxnr mnruei‘nea,rest neighbour trig-

ger SPs must have produced an L1 trigger in a given programmable coincidence window.

Following a successful L2 trigger. the backplane trigger FPGA issues a readout request
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oL
and the data responsible for producing the trigger.&g digitised by the TARGET-C digi-

tising ASIC. The L2 trigger logic mitigates false camera triggers caused by NSB photons,
prosidine—thell fpiseestheoshold is set-aceepdtety (see 5). As described before, if the
FWHM of the shaped analogue pulse is too narrow, it will become difficult to produce an

L2 trigger unless the coincidence window is increased.
Disgitising ASIC

The TARGET-C digitising ASIC is responsible for the sampling, storage, and

digitisation of the shaped analogue signal. Figure 2.16 shows the functional block dia-

gram of the TARGET-7 ASIC. The trigger and digitising components of TARGET-7 were
separated in order to produce the THSTEA and TARGET-C ASICs. This can be seen on
Figure 2.16 wherebz the block diagram to the left of the signal/reference line (indicated
by the yellow arrow) constitutes the TSTEA ASIC and everything to the right shows the
functionality of TARGET-C. It can be seen that TARGET-C comprises a sampling array,

& storage array and Wilkinson analogue-to-digital converter (ADC).

The sampling array consists of two blocks, where each block is a switched ca-
pacitor array (SCA) [91] containing 32 switched capacitors (hereafter known as sampling
cells). The sampling array is operated in}""ping-pnng” mode, which means that whilst one
block is sampling the shaped analogue signal, the other block is buffered to the storage

array [92]. As such, it is possible to continuously sample the analogue signal, resulting in

/{ deadtime free operation.

The storage array contains 512 blocks, each with 32 storage ceilz?l per channel,
resulting in a 16,384 C}Qﬂ stora,g?{array which guarantees a lyag’e buffer depth of ~ 16us. As

the shaped output of the SiPM is cmfn y aampled the storage array is continuously
Lv\ il B

being overwritten by new data is-a-deep ring buffer.

Following a successful L2 trigger a readout request is sent from the backplane
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trigger FPGA to all TARGET modules. The readout request contains information de-
scribing the look-back time and the number of blocks to be digitised. The look-back time
is used to determine which segment of the ‘d.e(p ar}alﬂglle ring buffer is to be digitised,
and the number of blﬁckzﬁcribes the width of this S(ﬁmem which can be configured by

the camera Dperatmg/r.c} increase or reduce the gwe df the digitised waveform. The first

\
cell to be digitised, given b}'dc}!{)k-back time, is read by the Wilkinson ADC. A capacitor

within the ADC is charged guch fhat the charge is equal to the charge of the first cell,_[his

comparison is conducted using a comparator. =“re=—slrrrretespartor—TstirerdtsetrroTa
Al a-consiani rate. Simultaneously, high-frequency pulses from the Wilkinson clock are

counted in a ccyfr{ register. This continues until the capacitor is fully charged and the
pulse counting ends. The number of py#Se counts in the register is proportional to the

charge g\the capacitor, which therefore corresponds to the amount of charge in the first

Pare AOC |
storage cell. The number o 1h{:nmnm?_. in the register, knewn.as ADC _conunts, is then read

(7
out of the camera v&)ﬂCQ board. This process is repeated EWH}' until all tmtge
4
cells reguized iy the event are digitised.

Once the digitised waveform has been read out of the camera, it gaust be cali-
1779 o)
brated. The calibration process is further desciihed in chapter 4, but f}ya-pl}r a conversion

F

of ADC counts to input voltage is _Inecaswred by injecting electronic signals of /{ known
amplitude into the TARGET module. I_n’d,m-ng j@A, lookup table containing this conver-

sion for each storage cell e ch);afrﬂ is created, which is known ai the transfer function

camm.v
(TF). The TF can be applied to digitised data in order to gﬂﬂ‘ﬁ‘te the ADC counts into

S—teadauasids voltage valuej: In addition to this, each sampling cell (physical capacitor)
has a unique residual charge that is always present. The amplitude of this charge varies

cell-to-cell and is temperature dependent. This residuak pedesta)l(. must also be removed
during the calibration, }ﬁh gedestal calibration is described further in section 4.3. &%~

f
‘53611, ﬁhe depth of the analogue ring buffer for CHEC-S was reduced from 16,384 cells,

to 4,096 cells. This reduces the amount of calibration data required whilst maintaining a
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deep enough storage array.

2.4.4 Back End Electronics

U3
The BEEf consists of two components: a backplane and 'élat-a-aquisitinn (DACQ) board

installed on the internal rack of CHEC-S, as shown l;,y Figure 2.8. The role of each
[ %

component is as follows:

e Backpiane:],'((}uaqes the connection to each TARGET module, providing power, syn-
chronising clock, and triggering via the on-board trigger FPGA (TFPGA). The

TARGET module communication and data transfer is also routed through the back-

plane to the DACQ board.

e DACQ Bcuard; grﬂvidea the connection between the camera server PC and the TAR-

GET modules for communication and tp,e! transfer of digitised data from each of the

A
32 TARGET modules. This is achieved in CHEC-S W use of two 10 Gbps

fibre-optic links, ensuring communications and transfer of raw data during operation
is possible. All communications with the TARGET modules use a custom format

over UDP (user datagram protocol).

In addition to the BEE, there are a number of auxiliary components including the power
and slow control boards, LED flasher, and the network switch. The power and slow control
boards are responsible for providing each electronic component with the required power &
4 "L"-‘-Dl’hﬂlj
and the overall control of the camera by the camera operator and state ma,chiﬂ{ The LED
flasher boards provide the power and timing for e?e{ the LED calibration flasher units
housed in each corner of the focal-plane plate. Finally, the network switch enables the

communications between the power and slow control board, LED flasher board, backplane.

and DACQ board.
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Chapter 3

CHEC-S Assembly and
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3.1 Introduction

Section 2.4 describes the design and structure D%ﬂmallﬁiz&d Cherenkov imaging pro-
totype camera}{CHEC-M and CHEC-S, utilising both multi=anode photomultiplier tubes
(MAPMg and silicon photomultipliers (SiPI\f). The initial focus of my doctoral research
began with the physical assembly and verification of CHEC-S, the SiPM based Cherenkov
camera. The assembly and initial verification of CHEC-S was completed at the University

the Max-Planck-

of Leicester. CHEC-S was then shipped to
Institut fiir Kernphysik (MPIK) in Heidelberg, Germany and installed within a dark room
for further verification and characterisation. This Chapter discusses the initial build, com-
ponent integration and preliminary verification E}K HEC-S electronics. A description of
more in-depth investigations with a focus on the characterisation and performance of
CHEC-S conducted at MPIK during testing campaigns is also given. In addition to the
verification of CHEC-S, further evaluation and characterisation of the front-end electronicg
(FEE) chain was conducted at the University of Leicester. I will discuss a number of
investigations conducted with a single TARGET module and SiPM chw_ Whilst the

ot ) mrx’mbl&i?‘mr\'j‘

investigations described here fo& sinall conclusj : —tosetier, they card)e

Y ¢
used to Sqr.beﬁy a more complete verification of CHEC-S. The results shown here are my

Q

own unless indicated otherwise. The inclusion of results obtained by others is done ?6 for

completeness and where necessary to provide conclusions to joint investigations.

3.2 CHEC-S Assembly

At the time of my joining the CHEC team, the design and construction of CHEC-S com-
ponents had been finalised am%lgliaered to the University of Leicester. The following
describes the tasks completed during the initial build and integration of CHEC-S mec]ﬁt

ical and electronic components. In addition to this, a discussion for the assembly off FEE
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M
Modules is given. The basis of the FEE module is the TARGET (TeV Array Readout

with GSample/s sampling and Event Triggering) application specific integrating circuit

(ASIC). From here, the FEE module is known as the TARGET module.

3.2.1 Mechanical Build of CHEC-S

As stated previously, the design of both mechanical and electronic components within
CHEC-S had been completed following the verification of the MAPM prototype CHEC-

M. Following the manufacture of each constituent part, the assembly of CHEC-S began.

The design and structure of CHEC-S can be separated into two parts. Firstly the
camera enclosure structure which includesjthe outer bodyffocal plane assembly housing
the SiPM tile mounting plate;{i.glgw and donrs%)c}wer and network connection panel; and
the thermal control enclosure. Secondly, the jnternal component rack. This internal rack

w*“‘k ' (,Lujﬂ“ 9
houses, all netwnrkin% safetyﬁ:c}ntmi( and back-end electronics (BEEs) on the outside of
s,
the structure. This rack is then connected to the focal plane plate. The TARGET Modules

can then be inserted through the focal plane assembly and connected to the backplane via

slotted channels and retaining screws.

Initially, the assembly began with the integration of electronic component printed
circuit boards (PCBs) to the internal rack and focal plane plate assembly. Figure 3.1 shows
the internal component rack and focal plane plate mounted to a support structure élie(i'ji};
mounting and diagnnst—ic:a" Figure 3.1(a) shows the focal plane thermal break ‘a’;d' internal
component rack belm)r(/ simwing the TARGET Module mounting channels. Figure 3.1(b)
shows the populated internal electronic component rack. The completed focal plane as-
sembly can also be seen here with the doors and thermal control plate connected to the
thermal break. At this point, the electronic components were connected to power and

network communications for initial verification. In addition to this, the thermal control

enclosure can be seen resting against the support structure, this must be connected to
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Figure 3.1: Images of the CHEC-S assembly process. (a) Shows the internal component
rack attached to the focal plane thermal break plate before the integratign of CHEC-
S electronic PCBs. The focal plane thermal break plate is installed Gl’ﬁ aluminium
mounting rack providing better access during this mounting process. (b) Image showing
all back-end electronics installed on the internal component rack including the power and
network connections. This can be seen by the fibre optic cables (yellow) connected to the
data acquisition boards. In addition to this, the focal plane assembly and doors were also
connected. Following this integration, all power and network connections were verified.
including the operation of the doors and thermal control fans pictured at the base of the
mounting structure.

F}
bypass safe control measures. ( )

Following the integration of the BEE PCBEBE was EDSEihlE to jerfEPm initial

testing and verification of each compnnent,évith the use of LABVIEW control software

[93%digital multimeters and netsesk—trterfreeexaluetmn. With each PCB powered and

enabled via the LABVIEW software, checks were performed to ensure the response of each

component was as expected.

After the initial verification of the BEE# the internal component rack and focal

plane assembly was installed within the camera external enclosure. Figure 3.2 shows the
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Figure 3.2: This image shows_# completed CHEC-S installed in the dark box at the
University of Leicester. The _dark box is used to provide a dark environment for the

verification of CHEC-S wit%ﬁ.‘ﬂsed laser. Upon delivery to MPIK, CHEC-S was installed
in a similar setup for contiftmed verification. In addition to this, the liquid coglant pipes
can be seen connected tnﬁﬁermal control enclosure at the top of CHEC-S, the thermal
control system was first verified in the setup shown.

completed CHEC-S installed within a darkbox at the University of Leicester. With this
setup, the liquid cooling and motor controlled doors were evaluated. Finally, the camera
was populated with all 32 TARGET Modules and preamplifier buffer boards. CHEC-S and

all SiPM tiles were then shipped to MPIK for further characterisation of the Cherenkov

camera electronics.

3.2.2 TARGET Module Assembly

The University of Leicester is the lead institute cc:m;eﬂfing the design, assembly and

verification of the TARGET based FEEf for both CHEC-M and CHEC-S. Section 2.4

describes the design and layout of the CHEC-S TARGET Modules, consisting of three
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constituent PCB boards. The power board prnvidiffgg power to the TARGET Module; high
voltage supply and trimming for the SiPM tile; power for the primary and auxiliary boards
containing the analogue shaping circuits, TARGET trigger and digitising ASICs, anafgﬂ.r
single field programmable gate array (FPGA) installed on the primary board. Figure 3.3
shows the three constituents of multiple TARGET Modules undergoing visible inspection

before assembly.

Figure 3.3: Image of the three PCBs of which the TARGET Module is comprised under-

going visual inspection. Highlighted are the three constituent boards, the power board,
auxiliary board and primary board. Also highlighted are the trigger and digitising ASICs
(THTEA and TARGET-C}respectiveiy) and the TARGET module FPGA aboard the pri-

mary board.

During laboratory testing of a fully populated CHEC-S, a large spread in the
operating temperature of each TARGET Module was observed across the camera. The
highest operating temperatures Eiggtﬂbﬂerved in TARGET Modules furthest from the
thermal control enclosure and cooling fans. In addition to this, TARGET Modules at
the side of the camera operated at higher temperatures due to poor airflow and com-
ponents obstructing the flow of cooling air. The impact of this non-uniform spread in

operating temperatures is discussed further in Section 4.5. During routine disassembly
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and inspection of CHEC—S}it was found that the heatsink of the FPGA of TARGET Mod-

ules operating at the highest temperatures had slipped and no longer covered the FPGA y 3
shawn‘g?Figure 3.4(a). The cause of this slip was concluded to be ?é }t{ a phase change 'i\u_b‘w
material between the heatsink and thermal compound that was not rated fff &Elperatures

greater than ~ 30°. After this discovery, \y:t:l: my recommendation the FPGA present on

all TARGET Modules é’fe’?;w staked with silicone glue during assembly (Figure 3.4(b))

as replacing all heatsinks would be less cost and time efficient and ultimately unnecessary.

~

Figure 3.4: Images of the TARGET module FPGA following high temperatures observed
during laboratory testing of CHEC-S. (a) Shows the heat-sink of the FPGA displaced
from if% nominal position. This slippage was caused by a phase changgdmaterial tha

not rated ﬂuch temperatures. (b) Following the observation of displaced heat-sinks,
all TARGET module FPGAs m.aked with silicone adhesive during the assembly of
TARGET modules. This adhesive ensures the heat-sink of the FPGA cannot slip.

Finally, the primary, auxiliary and power boards are assembled into the TAR-
GET Module. Each TARGET Module undergoes functionality testing to verify the oper-

ation of the shaping circuitry, THSTEA trigger ASIC, and the TARGET-C digitising ASIC.
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It was my responsibility to conduct the functionality testing and produce a perlermafce
report containing performance plots of each TARGET module. TARGET Modules that
pass this final testing are now inserted into CHEC-S or are used for FEE characterisation

via a single TARGET Module laboratory setup.

3.3 CHEC-S Lab Verification

mHN"k‘)QWW’

As described in Section 2.2.1 éch camera and telescope contribution to the Cherenkov
| aaN
Telescope Array (CTA) must meet specific requirements kﬂ-h&acmhes&mde[per-

formance, reliability, sustainability, ease of operation and maintenance, and cost. These
requirements are necessary to ensure the science goals of CTA [47] can be achieved through-
out the lifetime of the telescope array. For CHEC-S, the fpedfc requirements are eval-
uated through the verification and characterisation of the camera electronics and the
performance of CHEC-S under certain environments and stimuli. Such verification can
be accomplished through the use of laboratory testing and Monte Carlo simulations. The
evaluation of CHEC-S performance with the use of Monte Carlo simulations requires an
accurate and representative model describing the camera parameters and performance.
Again, such parameters are obtained through the laboratory characterisation of CHEC-S
and if% constituents. Presented here is a description of initial investigations towards the

verification of CHEC-S conducted during visits to MPIK.

3.3.1 Calibration of the Optical Environment

An accurate characterisation of a Cherenkov imaging camera can be obtained through
observations and the analysis of data taken in a controlled dark environment and with the
use of injected optical light sources. For CHEC-S, this was performed with the use of a

large dark mmn,,%ﬂtmvinlet (UV) pulsed laser and a white LED for the simulation of
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night sky background (NSB). In order to obtain accurate observations and conclusions gf g

CHEC-S performance, the input intensity at each pixel produced by the UV pulsed laser
must be characterised so that the impact of all parts of the system including CHEC-S

electronic components can be determined. The variation in pixel illumination intensity is

due to both the uniformity of the UV pulsed laser an%variatien in pixel positioning.

In addition, certain investigations concerning the SiPM and FEE response re-

quire a uniform and homogeneous input in addition to the uniform gain matching of
-t

photonsensors described further in Section 2.4.2. %111,{41115 also requires a well charac-
terised illumination profile. The illumination profile of the UV pulsed laser was measured
using a single SensL reference SiPM and a robot arm allowing for the probing of intensity
at each pixel position in tha-::h pixel position, the measured illumination
intensity was compared to the intensity at the centre the camera focal plane_ nosiseh. By
calibrating the laser illumination profile in this manner, a correction factor was produced

which jbes a multiplicat ' . can be applied to the measured waveform

of each pixel psaducing an absolute uniform and homogeneous intensity—prevere—each

SiRM pieet—rrrsprecisebaasi-matetred. Figure 3.5(b) indicates the correction factor de-

scribing the illumination profile of the UV pulsed laser ed at t ; e

calpneratoee-mierre. The result of not applying this correction would be a non-uniform re-
sponse measured across all SiIPM pixels, it must therefore be applied when a homogeneous

illumination profile is required.

As discussed in Section 2.4 CHEC-S comprises a curved focal plane housing the
SiPM tiles. The curvature of this focal plane gives rise to a variation in pixel position in
the X. Y, and Z axes. Since CHEC-S is designed for use with a dual-mirror Schwarzchild-
Couder based telescope, a curved focal plane is required to mitigate tangential and sagittal
astigmatism [72]. Whilst the correction for laser beam uniformity corrects for the optical
output of the UV laser, it does not account for the disparity in intensity due to the

variation of pixel positions in the Z — axis, and hence distance from the UV laser. Since
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Figure 3.5: Camera images showing the required correction coeflficients describing the
optical environment within the dark chamber at MPIK. (a) The correction coefficient per
pixel for the correction of CHEC-S geometry and the curved focal plane. SiPM pixels
at the centre of the focal plane are closer to the pulsed UV laser and hence require no
correction. (b) The correction coefficient describing the correction required for the laser
beam non-uniformity. This correction was measured in a flat plane at the position of
the CHEC-S focal plane. (c) The total correction coefficient, describing the combined
correction factors of (a) and (b). By applying this correction factor, the input intensity
at each pixel position should be uniform across the focal plane, variations that remain are
due to non-uniformity in the gain matching of SiPM pixels and effects of the electronics
for each channel.

the output of the laser results in a flat wavefront at the centre of the camera focal plane

following the laser beam uniformity correction, pixels located further from the centre of

the optical axis will be at a distance further from thE}&Wbbe UV laser. As light

7
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intensity follows the inverse square law (Intensity o m) the intensity observed by
pixels towards the edge of the camera focal plane will be less than that observed at the

centre.

Figure 3.5(a) represents the correction factor required to mitigate the variation
in intensity at each pixel due to the curved focal plane. I determined this correction
factor by considering the varying distance of each pixel from the laser source. I measured
distance from the laser to the centre of the CHEC-S focal plane in the darkroom laboratory ,
W then obtained the variation in optical path length using the 3-dimensional pixel
positions produced by the CAD design of the camera. Finally, by comparing the variation
in optical path length for all pixels, I was able to calculate the difference in laser light
intensity compared to pixels at the centre of the camera. resulting in the correction factor.
Figure 3.5(c) shows the correction factor required to correct for intensity variation for both
lasesbeam non-uniformity and intensity disparities due to the curvature of the CHEC-S
focal plane. This correction factor was to be applied when a uniform input intensity was

necessary for laboratory investigations.

3.3.2 Trigger Verification

Section 2.4.3 describes the trigger regime utilised by imaging atmospheric Cherenkov
telescopes (IACTs) [43]. As described, IACTSs utilise a two-level trigger CM‘L during
Cherenkov light observations in order to mitigate the effect‘nf NSB by reducing the fre-
quency of NSB induced triggers. Firstly, for CHEC-S, the analogue sum of four pixels in a
2}324;(‘::1;}:& (known as Super Pixel, SP) must be greater than a configurable threshold level
set within the camera operating software. This first ievelc(;_lh'i_tﬁrm is evaluated by the four
T5TEA trigger ASICs present on each TARGET Module. Following a successful level-
one (L1) trigger, a trigger signal is sent to the trigger FPGA present on the backplane,

containing a timestamp and the SP identification for all SPg suxpassines the L1 trigger.

PR I'\.\')
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The level-two (L2) trigger states that two or more nearest neighbour SPs must have pro-
duced L1 triggers within a given coincidence window. The nearest neighbour criterion
extends to all nearest SPs, including neighbouring SPs on adjacent SiPM tiles. Figure
3.6(a) highlights the possible nearest neighbour trigger combinations for a single SP at
the centre of a SiPM tile, SPs at the edge of the camera focal plane have fewer possible
neighbours. Following a successful L2 trigger. a readout request is issued by the backplane
trigger FPGA to all TARGET modules. The L2 trigger logic reduces the probability of
NSB photons forming a camera trigger and hence reduces the volume of data requiring
storage and analysis. Characterisation of the L1 trigger was completed by meml:: rs of the
CHEC team at MPIK. During a visit}l performed an investigation femgrjﬁbnwﬂﬁ
the L2 trigger logic, including the SP trigger mapping and an evaluation of the nearest

neighbour trigger logic. 9
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Figure 3.6: (a) Indicates the number of nearest neighbours et CHEC-S trigger super
pixel. The super pixel represents the four pixels combined for the level-one triggering
of CHEC-S. The level-two trigger logic states that two nearest neighbour super pixels
must produce a trigger signal within a specified coincidence window. This image shows
eight nearest neighbour super pixels surrounding a central super pixel and represent§the
neighbouring pixels that can produce a level-two trigger. (b) Represents the super pixel
mapping per CHEC-S SiPM tile. The disparity shown here is to indicate the expected
and measured mapping of the super pixels. Following this determination the mapping was
updated to match that of the SiPM bias voltage setting mapping (black).

Chapter 5 discusses the observations and performance of CHEC-S and the
ASTRI-Horn telescope structure during an on-telescope observing campaign. Throughout

this campaign, a number of sources with varying starfields were observed. As the SiPMs
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utilised by CHEC-S are sensitive to UV and visible light, the light emitted by bright stars
produces a response in pixels Egyﬁmed by such stars, }t is possible for large, bright stars
to “gwer multiple pixels lmdumng an increased charge observed by each pixel. Pixels con-

taining bright stars can sypwtss the L1 trigger criterion in the absence of Cherenkov light

\F reducing the trigger efﬁciency.\F 0 Sllf:h caﬁesfit is possible to mask pixels containing bright

stars, removing such pixels from the L2 trigger logic, reducing incorrect camera triggers.

™ % ensured that the correct mapping of SP masks was verified by evaluating the trigger

signal produced by various trigger combinations. During this test, all combinations of SP

pairs from a single TARGET Module were enabled and the trigger output determined.

Figure 3.6(b) shows the pﬂssiblem '?PS: the black SP index shows the expected

SP mapping matching that of the mapping for setting SiPM bias voltage per high voltage
group; and red the mapping of SPs for the previous prototype camera, CHEC-M. By eval-
uating the presence or absence of a trigger signal for a given SP pair combination it was
determined that the current SP mapping matched that of the CHEC-M mapping. This

mapping was then changed to match that of the SiPM bias voltage setting for simplicity.

Following the evaluation of the SP trigger mapping, the nearest neighbour trigger
logic could be verified. Figure 3.7 shows the 1910 possible nearest neighbour combinations
for each SP within CHEC-S, indicated by the adjoining line from each SP. Again, to verify
each of the nearest neighbour combinations, the HV and trigger mask of two SPs was
enabled and the trigger logic tested, this was repeated for all valid combinations. Figure
3.8(a) shows the expected output of the nearest neighbour trigger logic verification. The
colour scale indicates the number of nearest neighbour combinations resulting in an L2
camera trigger per SP. The measured L2 trigger performance of CHEC-S can be seen in
Figure 3.8(b), s ‘1‘1‘5—:3;9 _j,s.a(large discrepancy from the expected result. Whias is a
configurable parameter set within the TARGET module configuration which describes the

length of the output trigger signal of the TSTEA ASIC following a successful L1 trigger.

The length of the L1 trigger signal ( Whias) was increased and the nearest neighbour logic
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Figure 3.7: Plot showing all nearest neighbour combinations for all super pixels of CHEC-S.

The red lines shown here connect super pixels (blu

nations. This was used to determine the numbe
test repeated resulting in the number of successful nearest neighbour combinations shown

of the focal plane were produced by a disconnected TARGET Module amyexpected. It
\

triggers with any neighbouring SPs, The large number of non-triggering SPs on the left
performance was further evaluated to investigate trigger rate and efficiency [94].
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Figure 3.8: Camera images describing the nearest neighbours and level-two trigger logic
following verification of each individual nearest neighbour combination. (a) Shows the ideal
output following verification of the level-two trigger with all super pixels producing triggers
with all possible combinations. (b) Shows the number of confirmed nearest neighbour
combinations following verification. It can be seen that there i§ a large number of super
pixels with reduced trigger efficiency, some of which pmduc% zero triggers. (c) The
measured number of combinations per super pixel following the increase in the width of
the level-one trigger signal ( Whias). During this repeaf)& TARGET module was removed

for diagnostics, indicated by the large number of zero”triggers to the left of the camera

image. The remaining inefficient super pixels were Whe resolution
oy 5'7

of a SiPM high voltage stability issue.
3.4 Single TARGET Module Lab Verification

In addition to the full camera investigations conducted at MPIK, numerous test facilities

across CHEC member institutions were utilised in the further investigations of camera
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component electronics and subsystems. The University of Leicester was responsible for
the development and verification of the FEES including the SiPM tile, preamplifier buffer
board and TARGET Module. Investigations conducted at the University of Leicester

utilised both pulsed laser and electronically injected stimuli to evaluate the response of

CHEC-S F EEi and further the verification and characterisation of CHEC-S.

Figure 3.9: Image showing a single CHEC-S TARGET module installed in the dark box at
the University of Leicester for verification with pulsed laser light. The TARGET module

is connected to the preamplifier buffer board and SiPM tile via the blue Samtec cables
identical to the connection within CHEC-S. A readout boad is connected to the back
of the TARGET module, in place of the CHEC-S backplane and is used to cnntrn} and
readout data from the TARGET module. As shown. the SiPM tile is installed”on e
aluminium CDDHHEA)IDC]{ using the same liquid cooling approach as CHEC-S:ﬁliS maintains

a temperature of ~ 16°C during investigations. In addition to this, cooling fans are used

to reduce and stabilise the temperature of the TARGET module.

Figure 3.9 shows a single TARGET Module and SiPM chain installed on an

optical bench for verification under laser stimulation. The highlighted cooling fans and
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liquid cooling block are used to replicate the thermal control present within CHEC-S and
to ensure a stable thermal environment for photosensor and electronics, both of which are

¢

¢ ~
sensitive to thermal de cies. The use of such’éatup } or the verification of both

the CHEC-S SiPM and F EE{ using a pulsed laser. It is possible to modify the setup
presented herewz use of an arbitrary waveform generator and signal splitter board
to inject electronic pulses directly into the TARGET Module or preamplifier buffer board.
The electronically generated input pulses represent the output of the SiPM in the absence
of SiPM related noise such as: optical crosstalk (OCT)} dark cnuntﬁ and afterpulsing.
Such electronically generated inputs are used for the verification of the preamplifier buffer

board and TARGET module electronics. In addition to this, electronically injected pulses

are used in the production of calibration data (Section 4.4).

3.4.1 Splitter Board Variation

The CHEC-S splitter board is designed to split a single analogue input source into many
outputs whilst maintaining the shape of the original pulse. The output is then injected
into the various channels of the preamplifier buffer board, or directly into the input of
the TARGET module, simulating the output of the SiPM or preamplifier. The analogue
signal subsequently propagates through the TARGET module, including the fast shaping
electronics and digitising ASIC, where it is subject Llen {fﬂd{mﬂuencps as the SiPM
output is. The use of the splitter board Je~shasfgre necessarv. ag Jiie-ressHte to charac-
terise and verify the performance of the preamplifier buffer board and TARGET Module

without the introduction of SiPM effects within the digitised signal.

As described in Section 2.4.3, the digitised waveform encompasses the perfor-

mance of the CHEC-S FEE chain, including that of the SiPM, preamplifier buffer board,
shaping electronics, and TARGET-C digitising ASIC. In order to interpret the affect of

each component in the FEE chain, an input signal can be injected at multiple locations
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Figure 3.10: Variation in the measured output of the CHEC-S splitter board at varying
input amplitudes. Shown here is the waveform peak amplitude at the output of the
CHEC-S splitter board averaged across all 16 channels. The spread in amplitude across all
channels is indicated by the grey shaded region between the highest and lowest measured
output. The variation in setting and measured waveform peak amplitude in addition to
the non-uniform response across all channels indicates the need for characterisation since
multiple splitter boards are used at numerous SST Camera institutes for the verification
of the front end electronics.

along the chain. Removing components of the FEE chain, by injecting electronic pulses
after such components, the performance of the remaining chain constituents can be eval-
uated. Again, to understand the affect of each component on the digitised waveform, the
exact shape of the input signal needs to be known. Much like the illumination profile

described previously, it is necessary that the CHEC-S splitter board is characterised and

the input to each channel in the FEE chain is well understood.

Figure 3.10 shows the amplitude of the analogue waveform at the output of
the CHEC-S splitter board at varying input amplitudes. Shown here is the spread in

measured peak amplitude across all channels indicated by the shaded region in addition
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to the average waveform peak amplitude. This output corresponds to the input signal
injected into either the preamplifier buffer board or TARGET Module. It can be seen that
there is a disparity in the set peak amplitude of the input waveform and the measured
amplitude of the output waveform indicating a signal loss as the input signal is split into
multiple outputs. Whilst this is not ideal, the linear response at varying input amplitudes
is as expected and can be corrected for providing the output amplitude is characterised
similarly to the correction applied for the illumination profile described previously. In

addition to this, and more importantly, there is a relatively large spread in the amplitude

measured across all channels. As stated before, the _use-eé=tte CHEC-S splitter board
gued | . -
isfto provide an input source for multiple channel verification. The characterisation and

verification of the preamplifier buffer board and TARGET Module components rely on

knowledge of the input source for each channel.

Previous investigations utilising the CHEC-S splitter board had underestimated
the losses present in the splitter board. The losses to the electronic signal results in an
output signal with a reduced amplitude compared to the expected output amplitude. 1
have shown this by the disparity of the amplitude in the input and output waveform shown
by Figure 3.10. Clearly, underestimating the amplitude of the electronic signal at the
output of the CHEC-S splitter board, and hence input of the preamplifier hyffer board or
TARGET Module, has a profound impact on the verification approach fm(CHEC-S F EE‘f(
The verification of CHEC-S requires knowledge of the input signal as the performance
of the electronic components is determined by comparing the digitised waveform output
to that of the input waveform and deducing the impact of each component within the
FEEs. Section 4 discusses the calibration of the TARGET-C digitising ASIC resulting in
a transfer function (TF) describing the conversion of analogue-to-digital converter (ADC)
counts to voltage. The voltage described by the TF relates directly to the input voltage of
the electronic signal used to produce such calibration data. The accuracy of the calibration

data is therefore reliant on knowledge of the injected signal amplitude from the the CHEC-
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S splitter board. By underestimating the amplitude of the input signal, the TF, and hence
calibrated data, is inaccurate. In addition to this, the verification of CHEC-S FEE and
the production of TARGET Module calibration data is conducted at multiple institutions.
each utilising the CHEC-S splitter boarg. I fﬂtj-d that the variation induced by the splitter
board is much higher than previnusly%'},;gj and as such recommended that all institutes
must characterise the CHEC-S splitter board to ensure the characterisation, verification
and calibration performed at each institute are subject to accurate input amplitudes.

Without accounting for the variation in splitter board outputs, the results obtained at

adt m‘ua’-l-l 1 - T
various institutes are ingompesable. ; . ‘L ¥a A

3.4.2 SiPM Angular Response

Section 2.3.1 describes the various telescope structures utilised by CTA, with a discussion
on the mechanical and optical design of the Small Sized Telescope (SST). The dual-mirror
Schwarzschild-Couder design of the SST produces an optical path such that the reflected
Cherenkov photons impinge on the CHEC-S focal plane, and thus SiPMs, at incident

angles in the range of 30° - 60° [95]. It is therefore important that the performance of ?

CHEC-S SiPMs is evaluated at varying incident angles. )/l ™ L\‘j

The angular dependence of the CHEC-S SiPM tile was measured using a similar
setup to that shown in Figure 3.9 with a diffuse pulsed laser attached to a rotating optical
H (.l. 1
rail. The optical path length was fixed and the rail allowed to rotate about the SiPM tile ’, }‘M
between -20° and +80°. The laser was positioned such that it was incident at the centre of j EI'
the SiPM tile. All pixels in the vertical axis at the centre of the SiPM tile were evaluated
as the optical path length for pixels either side of the central column vary as the angle of
incidence is varied resulting in varying intensities across the SiPM tile. Lambert’s cosine

law [96] describes the variation in photon flux impinging an illuminated area as a function

of the incident angle. It can be used to determine the intensity observed at the surface of
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where Iy is the intensity observed with the laser positioned at the normal to the SiPM

tile. Here\m&lw) describes the correction factor for the variation in intensity as the laser

beam spreads across the tile due to the angle of incidence (#). This correction coefficient
must be applied to the digitised waveform to account for the spread in illuminated area

as the pulsed laser rotates about the SiPM tile.
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Figure 3.11: Angular dependence of the CHEC-S SiPM tile. Shown here is the measured
waveform peak amplitude of pixels in the central column of the CHEC-S SiPM tile, relative
to the average peak amplitude measured with an incident angle of 0°, as a fixed intensity
pulsed laser is rotated about the centre of the tile. Observations of Cherenkov light on-
telescope producey a wavefrgat which interacts with the CHEC-S focal plane at incident
angles ranging from 30° t¢ 60°, Xhe performance here shows that the CHEC-S SiPM tile

is well suited for such applic [ ],‘ l I , l_L:AJt ‘l

At each incident angle the amplitude of the digitised waveform was measured

86



and the correction coefficient applied as per Equation 3.1. Figure 3.11 shows the resulting
angular dependence of the CHEC-S SiPM. The range in incident angle here was used to
show the performance of the SiPM at all necessary angles surpassing that of the expected
angle of incidence for Cherenkov events observed on-telescope. In addition to this, the
range -20° to 0° is included to show a symmetrical response in both positive and negative
incident angles, any disparity in the positive and negative incident angles would suggest

a misaligned optical setup.

Figure 3.11 shows the measured peak amplitude at each incident angle relative
to that of the average measured waveform amplitude with the pulsed laser positioned
normal to the SiPM tile. The angular dependence of each pixel from the central column
of the SiPM tile is included to indicate the spread in relative peak amplitude as well as
the uniform response of each pixel to the varying incident angle. It can be seen that the
angular dependence of the SiPM is relatively low as the measured peak amplitude produces
a flat response until dropping to 95% at ~ 58°. The response shown here indicates that the
SiPM utilised by CHEC-S surpasses the required performance for use with a dual-mirror

Schwarzchild-Couder telescope.
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Chapter 4

Calibration of the TARGET-C

digitising ASIC
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4.1 Introduction

The CHEC-S front-end electronics (FEE) utilise the TeV Array Readout with GSample/s
Sampling and Event Trigger (TARGET) application specific integrated circuit (ASIC)
[78]. Each CHEC-S front-end module (TARGET module, TM) houses eight TARGET
ASICs of two types: THTEA for event triggering and TARGET-C for signal sampling
and digitisation. Each ASIC requires the application of multiple calib:'at-ion s?.eps in order
to produce meaningful, accurate results from the raw signal W‘d by the silicon
photomultiplier (SiPM). A main focus of my doctoral research (3;_1;;»71‘18 the calibration
of the TARGET-C digitising ASIC, covering the production of data to be used in the
calibration, the generation of calibration files, and the methods QPE.:l’;lg calibration data

to correct for various effects within the raw data, including the correction of temperature

dependence and saturation effects.

At the time of my joining the CHEC project, the method for digitiser calibra-
tion had been investigated at great length in both the CHEC-M [81| and CHEC-S [97]
prototypes. A calibration pipeline had also been created for the application of the calibra-
tion data to the raw digitised data. A large contribution of my research was to improve
upon the calibration method and investigate the possibility of using different methods for
generating calibration data from the raw input data. Whilst only a small focus of my
research (Section 3.3.2), a comprehensive study and characterisation of TS'TEA has been

completed by other members of the CHEC team [94].

In this chapter I will describe both the previous and current methods of cali-
brating the TARGET-C ASIC. I will then discuss the implementation of this calibration
method and the performance gained in adopting this new approagh. Finally, I will outline

froftenvermene o hiev

the method of and performance gajfed by correcting for the temperature and saturation

effects of TARGET-C.

89



4.2 TARGET-C Digitising ASIC

The TSTEA and TARGET C ASICs are based on the TARGET 7 ASIC, utilised on the
CHEC-M prototype [90]. Figure 4.2 shows the functional block diagram of TARGET 7,
the architecture in this diagram is identical tc:ﬁf-emﬁined structure of both TH5TEA
and TARGET C. TARGET C is IPKSg ?ey;nted/by the three blocks to the right of the
trigger block, which represents the TSTEA ASIC. It can be seen that each TARGET C
ASIC consists of a sampling array, storage array and a Wilkinson ADC [98] for 16 input
channels. The sampling array comprises two blocks of switched capacitor arrays (SCAs)
[91] containing 32 cells (physical capacitors). These blocks are operated in ¥ping-pong”
mode, whereby the output of the SiPM is sampled by one block as the other block is
buffered to the storage array. The storage array also consists of SCAs, specifically 512
blocks containing 32 cells per block. The output of the SiPM is continuously sampled
and stored by the TARGET-C ASIC in a 16384 sample deep analogue buffer, of which
only 4096 samples are used for CHEC-S [92]. Following a successful trigger signal (see
Section 2.4.3) a portion of the deep analogue ring buffer corresponding to the readout
window sample size and trigger delay time is digitised by the Wilkinson ADC. The output
of the Wilkinson ADC is a digitised value per sample corresponding to the counts of the

Wilkinson ADC ramp register, hereafter referred to as ADC counts.

As the shaped analogue signal propagates through the sampling and storage
arrays of the digitising ASIC, passing from one switched capacitor to another, a non-
linearity is induced. This non-linearity is produced by the charging and discharging of
the switched capacitors and is observed in the digitised signal. The non-linear response
of TARGET-C is most obvious when comparing multiple input voltages, for example: if
two input signals with an amplitude of 1V and 500mV respectively are injected into the

TARGET-C digitising ASICX the resulting amplitude of the digitised waveform of the 1V
J

input signal would not be twice that of the 500mV input signal. A transfer function (TF)
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describes the conversion of input voltage to ADC counts of the digitising ASIGeoverme tie
—rrerresange and is used to correct for the non-linear response of the TARGET-C ASIC.
Since each cell in the deep analogue ring buffer corresponds to a unique Symfﬁ capacitor,
a TF must be produced for every cell of each of the 64 channels present on a TM. An
o Thir_g
example of the TF for the first cell of eacl%édl pixels is shown in Figure 4.1 : t
y the saturation effect observed at higher input amplitudes (discussed further in Section
4.6.1). For CHEC-S}the cell by cell TFs are stored in a lookup table as a calibration file to
be applied to the digitised data as a conversion of ADC counts to voltage, thus removing

the non-linear response of the TARGET-C ASIC.
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Figure 4.1: An example of the Transfer Function calibration dataset. This plot highlights
the conversion of ADC counts to voltage for the first sampling cell of a CHEC-S TM
containing 64 channels. This Transfer Function is necessary for the calibration of non-
linearity induced in the digitisation of electronic signals.

The methods used to generate calibration files for the calibration of TARGET-C
are described here, initially covering the previously developed methods before discussing

the improvements made to these calibration approaches, of which the latter represents the
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authors research.

The application and processing of the calibration data described here, was per-

formed using the CHEC-S specific software, CHECLabPy [99]. The new methods that I

propose for generating calibration data and for evaluating the performance of such meth-

ods was completed using my own standalone python scripts.
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Figure 4.2: Functional block diagram representing the architecture of TARGET 7. This
architecture is identical to the combined layout of THTEA and TARGET C. T5TEA
is represented by the trigger blocks to the left of the signal/reference (yellow arrow).
The remaining block diagram represents the TARGET C digitising ASIC [90]. Here the
propagation of the CHEC-S analogue signal can followed through the sampling array,
storage array, and Wilkinson ADC.

4.3 Pedestal
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each sample in the CHEC-S digitised waveform corresponds to a specific storage cell, and
hence switched capacitor, each sample contains a residual pedestal value which must be
removed with a pedestal subtraction to produce a uniform and accurate response. Figure
4.3 shows an example of a digitised waveform before and after pedestal subtraction. The
cell-to-cell variatign of the pedestal value ispvery large in the raw RO data, the impact of
residual charge i\H,;aets the perfnrmanc%CJErEC-S at low amplitude inputs. As described
previously, each storage cell is arranged in a physical block of storage capacitors, grouped
in blocks of 32 cells. Since adjacent blocks are not entirely decoupled from one another,
the stored charge of one block may effect the charge stored in neighbouring blocks. It is
because of this that the amplitude of the pedestal yafue depends on both the position of the

storage cell within the digitised waveform and the signal charge of the storage capacitory

iV
This is observed as the large drops in the R0 data ?6 Figure 4.3.

A pedestal calibration file consists of a lookup table containing the pedestal
values to be removed from each storage cell of the TM. The pedestal data is produced
in calibration data runs where the high voltage of the silicon photomultiplier (SiPM) is
disabled, removing any charge produced by dark counts. The camera is then set to trigger
either internally or externally so that the digitised data contains only the pedestal values
of the ASIC storage cells. A large enough dataset is required so that a reasonable average
of each storage cell residual charge can be measured. The pedestal value of each storage
cell is also dependent on the temperature of the ASIC itself. A new pedestal calibration
dataset is produced before each observation run to ensure the temperature induced residual

is removed.
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Figure 4.3: CHEC-S digitised waveform containing a 20 mV pulse before and after pedestal
subtraction. The R0 data cm‘respnndf to the raw non-calibrated waveform, and the R1
data to the pedestal subtracted waveform. The pedestal charge present can=e indicated
by the difference in th{ -ese@-ebthe two waveforms.

0O 8 ""V-'L P""
4.4 Transfer Function

The TF describes the conversion of digitised ADC counts to voltage and is used to remove
the non-linearity introduced as the analogue signal propagates though the TARGET-C
digitising ASIC. Since each sampling cell has its own non-linear response, the calibration
file contains a conversion of ADC counts to voltage for each of the 4096 cells. To generate
a TF calibration file, an electronic input pulse, resembling the output of the SiPM, is
injected into the FEEs and digitised by the TARGET-C ASIC. The sample at the peak
of the digitised waveform, in units of ADC counts, is then stored as a rolling average in
the TF look-up table for the specific cell ﬁs\wﬂi\ww as this compares
directly to the amplitude of the input pulse. This process is repeated at varying input
amplitudes covering the dynamic range of the TARGET-C so that the resulting look-
up table can be used to convert all ADC values to their corresponding voltages. In the

process of creating a TF calibration dataset, X TFInput, TFInputPCHIP and TF a.rray)‘

94



prt

)( produced. The TFInput array simply contains the conversion of ADC to voltage at
the measured input voltages. The TFInputPCHIP array contains an interpolated version
of the initial TFInput array. This interpolation is produced using a Piece-wise Cubic
Hermetic Interpolation (PCHIP) [101|. The TF array is the final output of the generating
process, it is a transpose of the TFInputPCHIP array so that it is possible to perform the
conversion. This final array is saved as a FITS file, much like the pedestal calibration file.

Again, an example of the resulting TF is shown in Figure 4.1.

4.4.1 Legacy Transfer Function Generation

Following the development of CHEC-M and CHEC-S, the calibration of the FEE is well
understood and has been investigated at great length throughout the development of the
each prototype. It is important to point out that there are two distinct processes in
calibrating the TARGET-C ASIC. Firstly, an electronic signal must be injected into the
TARGET-C ASIC, this)p mr',y{th a DC iy,pft signal or ,t? AC signal mjeeted—iaip
the=t¥t" Secondly, and only for AC input signals, an algorithm is required to determine
the peak position of the digitised signal. This peak position is then used to describe the

pve oL

conversion of ADC counts to voltage (i.e.fAhe TF).
*

The DC transfer function method was developed for CHEC-M for the calibration
of the TARGET-5 ASIC. With this method, a CDI]EtaI?t DC voltage is produced by external
digital-to-analogue converters (DAC) andil};uaed directly into the TARGET-5 ASIC at=a—
knews—attige, Malmge is then measured and digitised by the ASIC. The DC voltage
is varied so that the entire dynamic range of the digitising ASIC can be probed. The
outcome of this is a relation between input voltage and digitised ADC counts which is
used to produce the DC Transfer Function. Since a constant input voltage is applied, the
data taking process is relatively quick as each sampling cell in the array buffer is calibrated

simultaneously, as opposed to the AC method. Section 2.4 shows the improvements and
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lessons learned when progressing from CHEC-M to CHEC-S. One improvement made

to the FEE for CHE&S waj the lﬂt{{}dit t n of the two TARGET ASICs: THTEA &
TARGET—C—WWMA digitiser noﬁe ll()wewr

in making this improvement the external digital-to-analogue (DAC) chips were removed.
wiL
With the external DACs removed, it is not possible to Wt thts DC TF approach for

CHEC-S calibration (see 4.4.3 for the proposed DC TF of CHEC-S).

As the name suggests, the AC TF method uses an AC voltage as the input signal
into the digitiser. A common method for calibrating digitising ASICs )E')Q a sinusoidal
wave of known amplitudef inpdtted into the digitiser [78]. Upon investigation of this
method for CHEC, an AC saturation effect was found when using high frequency, high
amplitude sinusoidal pulses [89]. It was found that the cause of this saturation was the
inability of the buffer amplifiers to slew at a high enough rate for the high frequency
and amplitude of the sinusoidal input signal. To mitigate these saturation effects, an
input pulse matching the output shape of the CHEC-S SiPM tile is input into the shaping
electronics of the TM using an arbitrary function generator. By using an input pulse of
the same shape as the output of the CHEC-S SiPM, these saturation effects are removed.
The amplitude of the input signal corresponds to the value to be used in the lookup of
ADC counts to voltage conversion. The following section describes the previous method

for extracting this pulse peak ADC value using a double Landau fitting regime.

4.4.1.1 Double Landau Fitting Approach

In order to determine the digitised sample at the peak of the input signal, each digitised
waveform must be fitted with a representative expression. Members of the SST team at
the Erlangen Centre for Astroparticle Physics (ECAP) concluded tha%%xpressiﬂn that best
describes the output of the CHEC-S SiPM, and thereforefelectronically injected signal, is

that of a double lfgaua function. ')



The Illﬁf({}d previous method for the production of an AC calibration file was
to fit the digitised waveform with the double Landau function. The sample position at
the maximum of the Landau function corresponds to the sampling cell of the digitised
waveform to be input into the TF lookup table [102]. Since there is a negative undershoot
in the output of a CHEC-S SiPM, the double Landau fitting algorithm can also be used
to calibrate negative amplitudes. In this case, the sample position of the minimum of the

Landau function is used for the TF lookup table. It is also possible to inject negative

=
The sampling rate of the TARGET-C ASIC is set to R Gsample/sYproviding

a sampling resolution of @ Due to the shape of the input pulse, it is possible for

pulses into the TM and fit again with the double Landau expression. 11 -
wM

the absolute peak position of the input signal to fall between two adjacent sampling cells.
resulting in a signal peak that is not described by the digitised waveform. In these instances
the sensitivity of the sampling cell either side of the peak can impact the transfer function.
For this scenario, the sampling cell that lies closest to the peak of the double Landau fit

is chosen for the input to the TF lookup table.

Figure 4.4 shows an event where the fitted waveform indicates the peak of the
input signal is not at the maximum of the digitised waveform. If a less complex extraction
method was used (i.e. scipy.signal.find_peaks) the ADC value,h&ﬁad into the transfer
function lookup table would be the sampling cell with the greatest ADC value, which in
this instance would be the incorrect sample. The fitting of each channel per event with
a double Landau function requires a large amount of computing power and time (Jason
Watson and I wrote a Python script to emulate this method of fitting every channel and
every event. Taking 7+ days to generate an AC TF of one TM with 58 input amplitudes).
To reduce computing time, a hybrid method was developed [102] whereby a single channel
is fitted per event and the sample peak position for each other channel is calculated by

considering the signal transit time between adjacent channels.
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Example of 200mV Event with Double Landau fit .
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Figure 4.4: CHEC-S waveform containing a 200 mV pulse with the double Landau fitted
waveform included. It can be seen that the double Landau fit is not a good representation
of this event as the output does not fit the original waveform completely. With this fit,
the peak of the waveform is underestimated by the output of the double Landau fit since
the digitised sample corresponding to the peak of the double Landau expression is less
than the peak of the well defined digitised waveform.

Using a double Landau function to extract the peak position when generating
an AC transfer function lookup dataset is by far the most accurate of all previously
investigated methods, however, it is not entirely flawless. The double Landau fitting

algorithm can only be used when the digitised waveform follows the general shape of this

function. At low input amplitudes the electronic noise of the TM begins to dominate the

-

input signal making this fitting method inaccurate. Likewise, at high input amplitudes.
the waveform begins to saturate producing a waveform that no longer follows a double
Landau distribution. In addition to this, events which produce an inaccurate fit using the

double Landau distribution will impact the accuracy of the TF produced.

In both cases, at low and high amplitudes, the waveform peak sample position
of the closest working input amplitude is used. The justification for this approach is that

the spread in peak position due to input amplitude is relatively small at similar input

98



amplitudes. In addition to this, the non-linearity of the sampling cells at these amplitudes

is overshadowed either by electronic noise or by saturation effects.

The following subsections in this chapter describe the investigations for improv-
ing the generation of AC transfer functions. The improvements to be made are both in
computing time and power required, and the accuracy of the peak extraction method when
compared to the double Landau fitting method. An account fgrfongoing investigations into

a DC TF for CHEC-S is also given..ﬁlthmlgh this does not represent the work concluded

in my research it is included here for completeness.
!

4.4.2 Current Transfer Function Investigation

Described previously was the legacy method for the calibration of TARGET-C, the digitis-
ing ASIC for CHEC-S, using a double Landau expression to determine the peak position
of the digitised waveform. What follows is the investigation conducted to improve the

generation of the transfer function resulting in a new calibration approach.

4.4.2.1 Cross Correlation

Cross correlation is simply the measure of similarity between two signals as a function of
the displacement of one signal to the other. It is a m}afnon signal precessing technique

K. wtvil, ~
used to highlight the presence of a specific signal within apothessignal where the presence

The

of syeh signal may be overshadowed by noise [103]. For two complex functions, f(¢) and

g(t), the cross correlation (f x g) can be described mathematically as:

(+)

reof [ @ e+ tar (a.1)

where f(7) is the complex conjugate of f(¢) and 7 is the displacement in time between the
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two functions. When using discrete functions that are real valued, such as the CHEC-S

digitised waveforms, Eq. 4.1 can be simplified to:

N
[f xgl(n) = ) flmlglm + n] (4.2)
0

m=

M
where N is the total number of samples in the waveform and )( the sample displacement
n

from sample }ﬁ

As Eq. 4.2 shows, it is possible to use cross correlation to compare a digitised
waveform (f[m]) in this case) with a reference waveform (g[m + n]) to determine the
sample at which the two waveforms most closely match. To understand this graphically:
the reference waveform (g[m+n|) traverses the digitised waveform ( f[m]) in steps equal to
the sample size of the waveform resolution. At each step, the two waveforms are multiplied

together, the sum of the multiplication following each step results in the, cross correlation

\
of the two waveforms at the sample position. This method iz Q d in Figure 4.5.

The reference waveform used must represent the expected waveform, following
the shaping of the SiPM response, in/@bsence of electronic noise. By correlating a noiseless
reference waveform with a digitised waveform, the noise present within the digitised wave-
form is reduced and any signal correlating to the reference waveform is highlighted. With
reference to the TARGET-C transfer function, this cross correlation should reduce any
noise rising fmmfg?ﬁitivity of fampling cells as pI‘WSI}' mentioned in Section 4.4.1.1.
Therefore, the peak in the cross correlation of these two waveforms is the sample at which

ok
the two waveforms most closely correlate to one another. %1(1, e importantly, ghe

[‘ ‘ ¥ U-:M
sample position at the peak of the cross correlation is the sample /@_huupm.tad. in the

TF lookup table.

The reference waveform I use in this cross correlation method is generated from

the digitised, pedestal subtracted, event waveforms that are used to create the TF itself
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Figure 4.5: An overview of the cross correlation method at a single step in the cross
correlation determination. This process is repeated as the reference pulse (Top) sweeps
through the event waveform. The multiplication of both the reference and event waveform
is shown by the middle plot. Finally the sum of this multiplication is shown by the cross in
the bottom plot. As the reference pulse transits the event waveform, the cross correlation
(bottom) is populated. The shaded gradient of the bottom plot shows the missing portion
of the cross correlation which will be filled following the completion of the cross correlation
method

using a function defined in CHECLabPy. Creating a reference waveform from the raw
data has two advantages over using an analytical expression such as the double Landau
function. Firstly, the shape of the reference pulse corresponds directly to that of the
digitised data, ensuring that the two waveforms are nominally identical. Secondly, since the
reference waveform is generated from roughly 250, 000 digitised waveforms, each occurring
at different positions in the sampling buffer, any noise from cell variations, .in__mnsitivity or
crosstalk l%s, are automatically suppressed. Figure 4.6 shows a comparison of TFInput
produced using the three extraction techniques: Simple Peak Finding (scipy. find_peaks),

Double Landau Fitting, and cross-correlation. From this you can see that the extraction

method used directly effects the generated TF. This variation can be an initial indication
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TFInput for SNOO67 using Landau fit and find _peaks ,.)
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Figure 4.6: A comparison of the TFInput produced from the three extraction methods: FP
- a simple peak finding algorithm (scipy.find_peaks), C++ - the double Landau fitting
algorithm, and CC - the cross correlation method. The inset plot indicates region of
greatest difference in the TFInput of each peak extraction method.

of the performance of the extraction method. Since the simple peakefinding algorithm
will always extract the highest amplitude sampie’it may overestimate the TF by including

the measured signal of sensitive sampling cells. Conversely, the double Landau fitting

algorithm may underestimate the peak height of the digitised waveform. The shape DELCh
& %
(ST

of the TFInput datasets produced by the three extraction techniques
suggesting the performance of each is reasonably comparable. However, the embedded plot

%
T Figure 46shows the magnitude of the difference between the three techniques.

It is possible to increase the accuracy of the cross correlation method with the
use of various signal processing techniques. As described previously, the sampling rate of
TARGET-C limits the sample resolution to ]@ Since there is jitter in the injected input
pulse, it is possible for the peak of the input pulse to fall between two adjacent sampling

cells. In these circumatauces‘ the peak will not be sampled and the digitised data would
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instead describe a flattened peak. It is these events that the cross correlation fails to
identify correctly as the extracted peak position is often determined by the more sensitive

sampling cell.

It is possible to increase the sample rate of a digitised waveform, and hence
increase the sample resolution, by up-sampling [104] and interpolating each waveform. 13’9?
increasing the sample resolution *it is possible for the cross correlation to return a non-
integer peak value. This non-integer peak value then represents the peak position of the
input pulse. Clearly, it is not possible to use the ADC counts value at this non-integer
peak since this is not a real digitised value. Instead, the non-integer peak is rounded to
the nearest integer, this value is then used as the sampling cell at the maximum of the
digitised waveform. Using this method, more sensitive sampling cells around the peak

position are suppressed when the correct up-sampling method is applied.

For comparison, a number of different interpolation methods within the Scipy

Python library [105] were used to interpolate the event data. These include:

e Nearest - Interpolated point set equal to the nearest real data point

e Zero - Zeroth order spline interpolation, interpolated points set to equal the previous

real data point
e QQuadratic - Interpolated points generated using a second order spline interpolation
e (Cubic - Interpolated points generated using a third order spline interpolation

e PCHIP - Piecewise Cubic Hermetic Interpolation. Third order spline interpolation

with w overshoot

A single digitised event was used for the initial interpolation investigations. The event

chosen was a 200mV waveform of 96 samples, which was chosen specifically because the
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peak position in the digitised waveform differs by two samples when compared to the peak

given by the double Landau fit (see Figure 4.4).

In the initial investigation, the performance of each interpolation method was
determined by the peak position given by the cross correlation and whether it matched

that of the double Landau function.

Figure 4.7 shows a comparison of the extracted peak for each of the interpolated
cross correlation methods and the previously described double Landau and scipy. find_peak
algorithms. It can be seen that the quadratic and PCHIP interpolation methods produce
the best peak position in the resulting cross correlation. This peak position check was
then conducted over a larger number of digitised events to provide further insight into
the performance of the quadratic and PCHIP cross correlation methods. Following this,
it was observed that the PCHIP method was more accurate than the quadratic interpola-
tion; a TFInput was then generated using the cross correlation with PCHIP interpolation
to extract the peak position of each event. The resulting TFInput is compared with that
of the double Landau and simple peak finding methods (as shown by Figures 4.8 and
4.9). Again, the TFInput produced in this method shows good general agreement with
the TFInput produced using the double Landau function, but there is a discrepancy in
both TFInput arrays in the region of 600mV - QﬂPmV; highlighted by Figure 4.9 showing
the variation in the two arrays. The TFInput produced using the PCHIP interpolated
cross correlation is an improvement upon the simple cross correlation method. In addi-
tion to comparative TFInput, the computation time required to generate a TF using the
PCHIP cross correlation peak extraction is a vast improvement on the time needed for the
double Landau fitting method. A more extensive comparison of the performance of each
peak extraction method is given in Section 4.4.2.3 following the description of Continuous

Wavelet Transformation (CWT) for the use of peak extraction.
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Figure 4.7: Comparison of the cross correlation peak extraction method ¢f a 200 mV
event using various interpolation regimes. The peak position and inset plot can be used
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to evaluate the peak extraction method.
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Figure 4.8: The TFInput produced us-
ing the simple find_peaks, double Lan-
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with PCHIP peak extraction algorithms.
The inset plot again indicates the region
of greatest difference between the resulting
TFInput arrays.
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Figure 4.9: The difference between each of
the TFInput arrays produced in the testing
of the peak extraction method. It can be
seen that the double Landau fitting method
has the greatest difference between each of
the methods.

4.4.2.2 Continuous Wavelet Transformation

The

XCDﬂtiﬂllDUS Wavelet Transformation [106] is a technique used in signal processing to iden-

tify peaks in signals with low SNR. CWT performs a wavelet transform of a signal with

a mother wavelet at numerous wavelet scales to evaluate the original signal and highlight

peaks that resemble the scaled mother wavelet. In doing so, it highlights the peaks that

resemble the mother wavelet making the peaks more pronounced. The CWT technique is

described mathematically by Equation 4.3 [106]:

Wk o wfd—a;/d»\

/ s(t)W,p(t)dt
R

where a and b are the scale coefficients (width and height) of the CWT ('), s(t) the signal,

U(t) the mother wavelet, and ¥, ;(¢) the scaled and translated daughter wavelet.
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Comparison of Ricker Wavelets with Widths 1-5
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Figure 4.10: An example of the Ricker wavelet at 5 varying width parameters. The
integrated area of a Ricker wavelet is normalised, the width of the wavelet therefore }uirﬁﬂ—
the shape of the wavelet. L “4}(

Similarly to the cross correlation technique, the mother wavelet is correlated with the
d'f
signal waveform with varying coefficients (a & b), M S0, ‘he coefficients reflect the
matching between the signal and scaled mother wavelet. The output of Equation 4.3 is
a 2D matrix containing the wavelet transform of s(¢) and Ea’b ). Thg wavelet with the
i MASA e : ¢ E ?
greatest local mgsfma represents the wavelet which/fmatches the signal Wavefﬂrn}' closest—

In addition to this, the peak of this wavelet indicates the position which best matches the

peak of the wavelet and signal waveform, much like the cross correlation output.

Clearly, the performance of the CWT relies heavily on the chosen mother waveletg
-ﬁz— mother wavelet should therefore approximately represent the shape of the signal wave-
form. The initial wavelet used in this investigation was the Ricker, or Mexican Hat,

Wavelet [107].

Figure 4.10 shows how the variation of the Ricker wavelet with the varying scale
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Figure 4.12: An overlay of the cross corre-
lation with PCHIP output waveform and
the maximum wavelet of the CWT. The
peak of the CWT maximum wavelet cor-
responds to the peak position determined
by this method.

CWT which corresponds to the maximum

wavelet (shown in Figure 4.12)

factor applied to it. At each scale, the output of the CWT has a local maximum around
the peak in the signal. As the scale increases, the local maximum increases until the scale
wavelet best matches the peak width of the signal, the local maximum then decreases as
the width of the wavelet surpasses that of the signal. The maximum of all the maxima
corresponds to the modified wavelet that best matches the signal pulse. The peak in this
wavelet then corresponds to the peak in the signal dataa-glis can be visualised in the 2D
space of the output coefficients or as the single 1D wavelet at the maximum as seen by

figures 4.11 and 4.12.

The signal used in this investigation is the output of the PCHIP cross correlation
(as described in Section 4.4.2.1). The reason this was used for the CWT is that the @
actively smooths the original signal which increases the accuracy of the CWT since the
peaks from electronic noise are already suppressed. Figures 4.11 and 4.12 indicate the

performance of this CWT approach. Although promising, the @peak extraction

method was found to be less accurate than the use of CC alone, because of this, it was

discarded as a possible replacement to th¢ double Landau p#ak extraction technique. In
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future, it may be worthwhile ‘ Ate the use of CWT for peak extraction with the

use of other mother wavelets which resemble the reference pulse more closely in order to

provide more accurate results. ? w 4\45}‘ u)s oy ,\.Z(Lw-

4.4.2.3 Peak Extraction Performance Comparison

As stated previously, the generation of a TF comprises a number of steps. Firstly, elec-
tronic pulses, resembling the output of a CHEC-S SiPM, are injected into the TM and
digitised by the TARGET-C ASIC at a number of input voltages covering the dynamic
range of TARGET-C. Secondly, the peak amplitude of each of the 200, 000+, events per in-
put amplitude is determined by a peak extraction technique and iy.pﬁtﬁ'l into the lookup
table producing the TFInput file. Finally, the lookup table is interpolated, extrapolated.
and transposed resulting in the final TF file comprising the conversion of ADC counts to

voltage for each sampling cell and channel of one TM.

Since the injected pulses match the output of the SiPM, the performance of a
TM directly correlates with the performance of the peak extraction method. The better
the peak extraction is at identifying the correct peak of the input signal, the more accurate
the resulting TF. In order to determine the accuracy of each peak extraction method, the
determined peak position of the digitised signal must be compared with the known peak
position of the input signal. For electronically injected pulses, the peak position can only
be known if it is measured simultaneously with an oscilloscope, introducing a further level
of complexity into TF generation. Instead of injecting electronic pulses to determine the

performance of each peak extraction regime, a simpler approach was taken.

The performance of each peak extraction technique can be determined by mea-
suring the accuracy of each technique when applied to simulated events, provided the
simulated events are comparable to injected events digitised by TARGET-C in the gener-

ation of a TF dataset. In order to simulate comparable events, it is necessary to discuss
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Figure 4.13: An example event of simulated data to be used in the comparison of peak
extraction methods. The orange pulse here shows the original reference waveform after
the amplitude and pe%m'-%’i\ti.?gl ]:ﬁ:::l,?ub_ie EFW@fted. The blue plc}t. shows the
Sllbsequont wavefc}rn}{f i e reve e TF to produce a waveform in terms of
ADC counts. Finally, the green waveform shows the simulated event with the additional
(Gaussian noise representing the noise from pedestal residuals and sensitive sampling cells.

Each peak extraction algorithm is then applied to the gimulated wavefﬁ
? 00\.(_ WA e

what components must be present in the simulated data to produce meaningful results

from the peak extraction comparison when considering the use in TF generation. There
are three components of the digitised data used for generating TFs that must be simu-
lated. Firstly, as described before, each cell within TARGET-C has a unique conversion
of ADC counts to voltage. Secondly, the peak position of electronically injected signals
can be non-integer and vary due to the jitter of the input source, resulting in a peak that
is not sampled as the peak position occurs between two sampling cells. Finally, each cell.
and therefore switched capacitor, has it’s own sensitivity. The effect of this sensitivity is
that the digitised peak position can vary compared to the initial injected pulse as cells
neighbouring the peak position can produce a higher digitised ADC value than the cell at

the peak. The result of these components in a digitised waveform is that the maximum
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Figure 4.14: An overview of the peg
applied to a simulated dataset
upper middle plots show the

peak extraction method.

CC interp

landau_fit

rmance of each peak extraction algorithm when

various amplitude§and peak pDSitiDIls‘ The top and
*mean-square (RMS) error in both the extracted peak
time and sample position of the peak. The lower middle plot shows the failure ratio of
each method given by the comparison of the determined peak sample and the sample peak
of the initial reference waveform. The bottom plot indicates the execution time for each
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ADC count value of the digitised data could be at a sample position that is not the same
as \peak position of the injected pulse. As described in 4.4.1.1, this is mitigated in the
legacy TF generation by taking the ADC count value at the peak of the double Landau

waveform for the input into the TF lookup table.

The production of simulated events begins with a reference CHEC-S pulse shape
taken from a CHEC-S SiPM digitised by a high resolution oscilloscope. Figure 4.13 shows
the various stages of producing a single event for the peak extraction comparison. The
reference pulse is first scaled and shifted to produce a simulated event with a peak ampli-
tude between —30(@’ and 200@ and a non-integer peak position between 30@ and
4(@. The cell identification value of the first cell of the waveform (first cell ID, FCI) is
randomly chosen and correlates to the first cell, and starting point, of the analogue readout
buffer of the TARGET-C storage array. Using the FCI and a suitable TF. the waveform
is converted from voltage to ADC counts (shown by the blue plot of Figure 4.13). Finally,
random Gaussian noise, with a root-mean-square (RMS) deviation equal to that observed
in CHEC-S, is added to represent the variation in sensitivity of storage cells and residual

signal following a pedestal subtraction. The resulting waveform is shown by the green plot

of Figure 4.13.

Once a simulated event is produced, the peak position and peak amplitude is
determined by# simple peak maximum algorithm; cross correlation peak extraction?, cross

) /

correlation with PCHIP peak extracticm} and the double Landau fitting technique. The
peak position and peak amplitude are then compared to the known values for the data
before the addition of noise to determine the accuracy of each peak extraction method.
This process was repeated over a large number of events covering various peak amplitudes

and peak positions to ensure the accuracy of ﬁ\ result for varying amplitudes and peak

positions.

The outcome of this investigation can be seen in Figure 4.14. The first point
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of note is that each peak extraction method fails around D@( clearly at {]@’ this is
expected since there is no peak to be detected. At close to U\w? , the performance is also

decreased for all peak extraction methods as the impact of the additional Gaussian noise 7_

LA
i
B

l‘]

is most pronounced in this region. In addition to this, the double Landau algorithm was
pros
not optimised for negative pulses, resulting in the 100% failure rate below f@' . Figures ', 24
-
4.14a and 4.14b highlight the performance of each peak extraction technique in terms of f'“MA
the determined peak position. Figure 4.14a shows the RMS error in the position of the
peak amplitude as determined by each peak extraction algorithm, the non-integer peak

vmlue is t muﬂded to the nearest integer to produce the sampling cell at the peak

.~

:hD‘WH 1%. 4.14b. The amplitude of this cell would be mw&ed into the TF lookup table in i
ﬁ

Py the generation of the TF. The failure ratio is a measure of the ratio of incorrect to correct

g

;;

=
£

peak position determined by each for each extraction method as shown by Figure 4.14.

L

Here again the performance of the returned sample by each extraction algorithm can be

seen. Finally, the execution time for each peak extraction technique is shown.

From this investigation, with the use of simulated events, it is clear that the
performance of the double Landau peak extraction method can be surpassed with the
use of the cross correlation with PCHIP technique. In addition to the improvement
in accuracy gained, the time taken to perform each peak extraction is also improved
when adopting cross correlation. It may also be possible to further reduce the execution
time with the optimisation of the cross correlation with PCHIP technique. As stated
before, the better the performance of the peak extraction technique, the more accurate the
resulting TF is. Since the cross correlation with PC H I P technique offers an improvement
over the double Landau fitting method in both time and accuracy, it was decided that CC

shall be the basis of the TF generation for the SST camera.
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4.4.3 DC Transfer Function

As stated prw in 4.4.1, the DC transfer function is produced using a DC input
signﬂw into the TARGET-C digitising ASIC, Erevinuﬁl}r? this was achieved using
an z_:)gamﬁl DAC to generate the input signal. However, no such calibrated DAC is present
on the CHEC-S TM. To overcome this, it is possible to use an output of the THSTEA trigger
ASIC as a DC input into the digitising ASIC. Firstly, the output of the TSTEA is calibrated
using external flash ADCs to measure the output voltage at each DAC setting. The DAC
setting of the output DC voltage is then varied over the dynamic range of the output
whilst the TARGET-C ASIC digitises the DC signal. Since the input to the digitiser is
a DC signal, there is no need to determine the peak position. In addition to this, it is
possible to calibrate all sampling cells within one digitised waveform simultaneously, as
opposed to the single sampling per event of the AC transfer function method. This greatly
reduces the number of events required to measure the dynamic range of the DC input and

additionally the time needed to generate the DC transfer function from such a dataset.

Whilst the generation of a DC transfer function seems more ideal and less com-
plex than its AC counterpart, it is not without its disadvantages. The dynamic range
of the THTEA output is less than that of the TARGET-C digitising ASIC. When using
the DC output of the TSTEA, it is therefore not possible to probe the entiréw-eH-h-e-
TARGET-C dynamic range, only the low amplitude and linear region can be measured.

Therefore, the saturated region of the digitiser cannot be measured, hence, the necessity

)}{ the AC transfer function.

Figure 4.15 shows the resulting DC transfer function of 4096 cells from a single
channel. It can be seen that the DC TF follows a similar shape to that of the AC TF but
ends before the saturation of the digitiser. In addition to this, the variation of transfer
function from one sampling cell to another can be seen as well as the non-linearity in the

transfer function, again highlighting the need for such calibration.
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Figure 4.15: The DC transfer function for all cells in one channel. The variation of the
transfer function from one cell to another can be seen by the shape of the plot. The
dynamic range of the THTEA output can also be observed as the DC input does not
saturate the TARGET-C ASIC.

4.5 Transfer Function Temperature Dependence

The transfer function methods described previously were conducted at various tempera-
tures so the effect of temperature on these TFs, and indeed the TARGET-C ASIC, could
be further investigated. For the operation of CHEC-S, each TF was generated at roughly
23°C. However, the operating temperature of TI\'IS//\Q from 35@ to 45{9 within CHEC-
S. which is clearly vastly different to the temperature at which the TF is generated. It
was therefore necessary to determine the effect of applying a TF taken at a temperature

different to that of the operating temperature of the TM.

The following subsection describes the temperature dependence of the AC TF
and outlines a method that I have developed for recovering and correcting for this. As
described previously, the plan for the SST Camera is to create DC TF calibration data

in situ with TMs at temperature within the SST Camera. The temperature dependence

described here covers the effect of temperature on the AC TF as the generation gof such

calihratiml}wmlid be generated Ml)ﬁ-bhin the laboratory.
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4.5.1 Variation of Transfer Function with Temperature

The response of thl%g‘rgge and sampling cells of the TARGET-C ASIC vary with tem-
perature. As stated previously, the residual charge of each switched capacitor increases
with temperature, this residual is removed with the application of pedestal subtraction,
providing the pedestal was taken at the same temperature g the digitised data. In addi-
tion to this, the non-linearity of the TARGET-C ASIC varies with temperature. By not
accounting for this when digitised data is calibrated, the conversion of ADC counts to
voltage is incorrect and the resulting voltage value is inaccurate. Figure 4.16 shows the
discrepancies of the resulting TF when the calibration data is taken at varying tempera-
tures, it can be seen that although the shape and extent of the TF remains unchanged.
there is an apparent offset between each of the generated TFs. The inset plot of Figure
4.16 highlights the magnitude of this offset, and indeed the effect of temperature on the

TF. The amplitude of the variation here is a roughly 40fnV .

A
Clearly, if a TF is applied to a dataset that was taken afftemperature whiefl

)ﬂ'different to the temperature at which the TF data was generated, the accuracy of the
resulting calibrated dataset is greatly reduced. The returned voltage will not be represen-
tative of the true input voltage, reducing the performance of CHEC-S and TARGET-C.
Figure 4.17 highlights the effect of applying a TF taken at a temperature that differs to
the temperature at which the digitised data is taken. The event data shown here was
taken using a single TM within a temperature chamber with the temperature of the TM
primary board stabilised to 23@ An electronically generated pulse resembling the out-

put of a CHEC-S SiPM with an input voltage amplitude of ~900mV was injected directly ?

-

into the TM, producing the digitised wavefore Dbservﬁ ) Each line shown on this plot
represents the calibrated R1 event after a TF taken at a specific temperature is applied
to this event. The extent of the temperature dependence on the TF calibration can be

seen by the variation observed in the calibrated waveform, L‘Lre a maximum difference of
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Figure 4.16: Comparison of the TFInput measured at varying ambient temperatures. The
plot shows the variation of the resulting TF at different temperatures. The inset plot
shows the region of greatest variation of all TF's.
3@ is observed when comparing the resulting event peak height of the waveforms at the
extremities of the temperature range. This miscalibration is comparable to the current
operation of CHEC-S with TF calibration files applied to data taken at w20©higher f)

than the temperature of the TF calibration data, which results in an underestimate of the

event charge by roughly 7 photoelectrons (p.e.), assuming a SiPM gain of 4 mV/p.e..

4.5.2 Correcting Temperature Dependence

With TFs generated at multiple temperatures, it is now possible to attempt to correct
for the variation seen in calibrated data by the ambient temperature of the TARGET-C
ASIC. Initially, it would be beneficial to apply a TF taken at a temperature closest to the

temperature at which the uncalibrated data was taken Xt as this would clearly provide

’
117



45 DegC

p— ——— 40 DegC
—— 35 DeqgC
—— 25 DegC
—— 20 DeqgC
600 - J
z 900
= 400-
a
on
i
s 880 -
200 -
860 - /\

0 - ~ _) 8 e A0

—200 -

0 20 40 60 80 100 120
Samples (ns)

Figure 4.17: The resulting calibrated waveforms following the calibration of a 90{]@

pulse with TFs taken at a range of temperatures. The variation in the waveform p¥e
amplitude gan be seen by the inset plot. This variation is due only to the variation in TF
and hent:{%gﬁ’\perature dependence of the TARGET-C.

a conversion of ADC counts to voltage that most closely relates to the non-linearity of
the TARGET-C ASIC at that specific temperature. The closer the temperature of the
calibration data is to the temperature of the event data that is to be calibrated, the
more accurate the result of the calibration is. It is therefore possible to remove the
temperature dependence of the TARGET-C TF by generating calibration datasets at
multiple temperatures that cover all possibilities for the operating temperature of each
TM. This could be possible providing the thermal environment within CHEC-S (or SST
Camera) is measured to ensure the TF datasets cover all possible measurements. However,
adopting this approach would require considerable storage space and computing power to
analyse and generate all TFs needed for each TI\-LThis‘CQupled with the large number of

SST Cameras that are to be produced makes this method non ideal.
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To overcome the storage implications of measuring a TF at all possible tempera-
tures, other temperature correction approaches have been investigated. The TFs generated
at multiple temperatures (shown in Figure 4.16) can be used in two ways to correct for
the effect of temperature on the TARGET-C ASIC and TF calibration. Firstly, and most
simply, one can apply the TF that was generated from data taken at a temperature that
is closest to the temperature of the TM for the dataset that is to be calibrated. This
would increase the accuracy of the calibration when compared to the previous approach.
However, with TFs taken every 5°C' it is still possible for the operating temperature of

the TM to differ by ~2.5°(¢/. This is an improvement on the current calibration approach,

but again it can b%i&pmved.
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Figure 4.18: The voltage corresponding to each ADC counts value at multiple temper-
atures. The dotted line here indicates the voltage value to be used in the temperature

corrected TF for each ADC value shown. This is completed for all ADC values in the final

temperature corrected TF.

The final method for correcting the TF temperature dependence requires the
generation of a new temperature corrected TF. This method utilises the five TFs taken at

different temperatures to produce a final TF which is specific to a temperature selected
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Relative Charge Resolution

in the generation process by interpolating between each of the TFs. With this method.

it is possible to generate a new TF at a temperature that corresponds to the ambient

i

temperature of a TM for a given dataset. Figure 4.18 shows the outline of this method. I H

It can be seen that the variation in voltage fgﬁ e temperature of the TFs is relatively T WW

lineary, 6&(3&1158 of this it is possible to interpolate between temperatures and return a
temperature corrected conversion of ADC counts to voltage. The method shown here was

used to produce a TF for the event data shown in Figure 4.17 at 23°C.
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Figure 4.19: Relative charge resolution gemparison of a dﬁ Loe dataset taken at
23 ‘@vith three TFs applied. Laek=ef thhe TFgapplied gaeTo represent three application
approaches. The TF taken at 45°C' represents the worst case calibration appr%h. The
TF at 25°C represents the application of a TF taken at a temperature closest to&pemting
temperature of the TM. Finally, the TF at 23°C' represents the temperature corrected TF
produced using the interpolated method. The plot shows the charge resolution perfor-
mance can be improved when a temperature corrected TF is applied.

The performance of the temperature corrected TF can be determined by com-

paring the resulting charge resolution of the calibrated data. Figure 4.19 shows the charge

resolution covering the dynamic range of TARGET-C for a W rape dataset taken
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at 23°C' when three different TF calibrations are applied. One TF generated at 45°C ,
corresponding to the worst case calibration scenario, with a difference in temperature of
~20°C), to represent the current calibration of CHEC-S. A second charge resolution with a
TF generated at 25°C' to represent the performance when the TF taken at a temperature
closest to that of the uncalibrated dataset is applied. And finally, the resulting charge

resolution when a temperature corrected TF is applied.

PP N 2

It is clear that the perfcr:;ma:ﬁce of CHEC-S firieated—y—tihetiTarce roesoiitioss .

is improved when the temperature of the TM is considered in the calibration of \data
digitised hyu-swetlrF3v]. Either by applying a TF taken at a temperature close to that of the
TM operating temperature or by correcting for this temperature using a method similar to
that shown here. In making no attempt to correct for the operating temperature of a TM.
the accuracy of the digitised data is reduced. The impact of temperature on performance
is also further compounded when one considers the thermal environment within CHEC-S.
As stated previously, the temperature of each TM within CHEC-S varies from ~25°C to
~45°C. Since each TM is operating at a temperature unique to itself, the application of a
TF taken at 23°C will produce a non-uniform response across the camera. The spread in
temperatures across the camera results in a discrepancy of digitised charge (or waveform
peak height) when CHEC-S is illuminated (or electronically injected) with a uniform and
isotropic input signal. Simply, the charge measured by each TM subjected to a uniform
intensity will differ unless the temperature of all TMs is accounted for. In addition to the
temperature spread within CHEC-S, there is also a variation in temperature across a TM,
observed by qu:;ing temperatures of the power supply (PSU) board, primary board, and
auxiliary board (see Section 2.4). Clearly again, the temperature of both the primary and
auxiliary boards of a TM must be taken into account when applying a calibration dataset

in order to produce the most accurate result.
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4.6 Saturation Recovery

Section 2.2.1 describes the requirements imposed by the CTA Observatory (CTAO) to
ensure the performance of each telescope structure and camera subsystem over the lifetime
of the array. Requirement B-TEL-1010 concerns the charge resolution performance that
a Cherenkov imaging camera must meet in order to be accepted as a contribution to the

CTA. The specific wording for this requirement is as follows:
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Requirement B-TEL-1010

The required fractional charge resolution for Cherenkov signals in each Camera pixel
for a specified background level of 0.125 photoelectrons/ns is given in the Figure
below. Charge measurements must be possible for 0-1000 photoelectron signals.
The average charge resolution should be calculated for the reference Gamma-Ray

Spectrum.

—— Requirement

100 ]

1[}—1. T e e e e

Fractional Charge Resolution og/Q (p.e.)

100 10 107 | 16°
Charge Q (p.e.)

: C
TA Fractional Charge Resolution Requirement.|figureFractional rms charge
resolution o /Q per pixel for different Cherenkov light signal amplitudes,
expressed in units of photoelectrons (p.e.). All sources of fluctuations, including
Poisson fluctuations in photoelectron number, must be included. The true pixel
charge () is that measured in an ideal detector with the same photon-detection

efficiency.
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Requirement B-TEL-1010 describes the fractional charge resolution perfor-
mance that each camera must meet between 0 - 1000 p.e., however, it is important to note

that some sensitivity to increasing input signals must be present between 1000 p.e._and

2000 p.e.. s\qm tor? hﬂy

Currently, the CHEC-S F EEf saturate below 1000 p-e. and therefore do not
meet the CTAO requirements. This saturation is observed in the TF of the TARGET-C
digitising ASIC, and is presented as the plateau of the TF in Figure 4.1 above 1000 mV.
The following section describes a method for the correction D%atllrat.ed waveform and the

performance gained in charge resolution following saturation recovery.

4.6.1 CHEC-S Saturation

The saturation of CHEC-S is now well understood and is observed most clearly in the TF
of the TARGET-C ASIC. The dynamic range, and hence limit of charge resolution per-
formance, of this ASIC is determined by the point at which saturation begins. Correcting

for this saturation effect is necessary to increase the dynamic range and charge resolution

performance of CHEC-S.

The saturation behaviour of CHEC-S when injected with high amplitude input
pulses can be seen in the digitised waveforms of Figure 4.20. The saturation shown here
occurs following the saturation of two components of the front-end electronics. The first of
these is due to the TARGET-C ASIC. The saturation of this ASIC produces a waveform
with a flattened peak and shelf feature following this peak. As the input amplitude
increases, the peak height is unchanged but the width of the shelf extends within the
digitised waveform. At even higher amplitudes. a secondary saturation effect is observed
following the saturation of the CHEC-S preamplifier buffer board. Here it can be seen that
this saturation produces a non-linear response in the saturation regime at increasing input

amplitudes. The behaviour due to the preamplifier buffer board saturation is unpredictable
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Figure 4.20: The saturation of CHEC-S is highlighted by the above plots. Top: The satu-
ration of the TARGET-C digitising ASIC. The saturation here is identified by a flattened
peak height and an expanding shelf. The width of this shelf corresponds to the input
amplitude. Bottom: The saturated waveform following the saturation of the preamplifier
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buffer board. The saturation after this input amplitude can no longer be corrected.

and does not follow an expected pattern. It was found by members of the SST Camera
team at ECAP that the saturation of the preamplifier buffer board is caused by insufficient

biasing voltage. By increasing the bias voltage of the buffer board, the input amplitude at
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which this board saturates is also increased (see Figure 4.22). Operating at an increased
preamplifier buffer board bias voltage. therefore, increases the potential for saturation
recovery as the saturation of CHEC-S is now more linear as the non-linear saturation

behaviour is removed.

4.6.2 Saturation Recovery Method

With the saturation of the preamplifier buffer board somewhat mitigated, the saturation
behaviour is now more ligefr apd predictable, providing the opportunity to correct for such
saturated events. Again, the aim of saturation recovery is to correct saturated waveforms
by producing a correlated waveform charge or peak amplitude corresponding to the input
amplitude and representative of the digitised waveform in the absence of saturation effects.

The following is a description of the proposed saturation recovery method.

As evident in Figure 4.20, the pulse widths of digitised waveforms within the

PO g

saturation regime increas ‘linear y as thefamplitude of electronically injected pulses in-
creases. It is possible to utilise this behaviour in an attempt to correct these waveforms.
By measuring the peak width at a given input amplitude and correlating this width with
the input amplitude, a lookup table can be created which describes the conversion of sat-
urated peak width to voltage, this conversion is akin to the method for converting ADC
counts to voltage in the calibration of digitised waveforms using the TF and is highlighted
in Figure 4.21. The conversion of peak width to voltage at multiple preamplifier buffer
board bias voltages is shown in Figure 4.22. This conversion is contained in a lookup table
so that it may be applied much like the TF. The input amplitude at which the premiﬁe‘{ ﬂ\"bj'

. ok
_ ﬂr%o!- Lty VA, f, . i u‘*
buffer board begins to saturate can be seen;&a-t-he-t-nmd_c.ea.ses. Again, the effect of the ‘_Ja-q,

w2 we b
o‘b

preamplifier buffer board bias voltage is prominent here. In addition, the non-uniform i l

behaviour of the digitised waveform following the preamplifier buffer board saturation is M
P
CN-

nek L

observable in the large standard deviation, represented by the error bars of each plot. The



small error before the preamplifier buffer board saturation also indicates the uniformity
of the width measurement before this secondary saturation, again proving the feasibility
of this method. Following the creation of the lookup table, it is now used to convert from
peak width to voltage. The performance capability of this saturation correction process

is given in the following subsection.
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Figure 4.21: An example of the pulse width measurement necessary for the correction of
saturated waveforms. The width of the saturated pulse is extracted at 500mV . This width
measurement is iw into a lookup table for the conversion of pulse width to voltage.

At

With the width versus input amplitude lookup table now created, it can be used
to convert the width of other saturated waveforms to a recovered peak amplitude or p.e.
level. Clearly, the application of this lookup table is very simple. Firstly, the width of
each saturated waveform is measured at a given amplitude. This width is then converted
iﬂtcﬂnage corresponding to the peak height of the resulting waveform in the absence of

.

any saturation effects. Finally, the peak amplitude can be converted to a p.e._level using
the appropriate SiPM gain conversion. Since the data used in the following performance

subsection was measured using an electronically injected pulse, two gain conversions are

shown in the later Figures 4.24 and 4.25. The effect of this gain value is discussed and
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Figure 4.22: The gesfiere lookup table following the measurement of pulse width at many
input amplitudes. Shown here is the lookup table for multiple preamplifier buffer bias
voltages. The turning point of each plot indicates the amplitude at which the preamplifier
buffer board begins to saturate.

4.6.3 Saturation Recovery Performance

The performance of this saturation recovery and correction is determined by the accu-
racy of such a method when applied to saturated waveforms. Again the data utilised
here was measured using electronically injected pulses, therefore, any effects due to SiPM

noise (dark counts, optical crosstalk, })C{,. afterpulsing) are not present. The remaining

noise and saturation effects are a consequence of the electronic components present in the
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preamplifier buffer board of the T'M. In addition to this, the input amplitudes stated in the
performance plots shown here are indicative of the input amplitude to the TARGET-C
ASIC as a conversion is included to account for the various amplification stages in the
shaping electronics. The performance highlighted here is, therefore, an indication of the

performance possible when applying this saturation recovery algorithm to the TARGET-C

digitising ASIC.
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Figure 4.23: A comparison of the recovered amplitude versus input amplitude following
the application of the saturation correction lookup table. It can be seen that the perfor-
mance follows a linear relationship, suggesting that the recovery of saturated waveforms is
possible. Again, this relationship fails following the saturation of the preamplifier buffer

board.

The initial performance indication of this algorithm concerns the resulting peak
amplitude following the application of this correction and the comparison of this peak
amplitude to the known injected input amplitude. Figure 4.23 shows the recovered am-

plitude following the saturation recovery process versus the injected input amplitude at
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numerous preamplifier buffer bias voltages. The recovered peak amplitude here shows a
relatively linear response before the saturation of the preamplifier buffer board, after this
point the recovery process fails, again indicated by the turning pointfseen in Figure 4.23.
After the application of the saturation recovery algorithm, the recovered peak voltage can

be converted to p.e. levels by applying a simple mV to p.e._gonversion accounting for
Ny

the gain of the SiPM measured by the TARGET-C digitiser. The SiPM gain values used
for this investigation are Q@UF and f-(ELV/ p.}., these are representative of the range of
gains utilised with CHEC-S SiPMs and provide a baseline for the optimisation of SiPM

gain under operation for both CHEC-S and the SST Camera.

As discussed previously, the motivation for this saturation recovery and correc-
tion investigation was the CTAO requirement B-TEL-1010 with the aim to prove the
capability of CHEC-S in response to this requirement. Again, the requirement relates
specifically to thg&%mge resolution performance of the Cherenkov camera. The
fractional charge resolution, og/Q7, for a given true charge, @7, can be derived from the

following equation:

oQ 1
Qr Qr

o2, + oenFQr + 02 0%, (4.5)

where o)s describes the root mean square deviation of the measured charge to the true
charge, oy represents the Fzcess Noise Factor of the CHEC-S SiPM, and o¢ is the

error in charge calibration.

As stated in Section 2.4.2, ENF is a mathematical representation for the vari-
ation of SiPM response due to a single p.e_ and describes the effect of afterpulsing and
optical crosstalk (OCT) within the SiPM. For the sake of this investigatiory a value of 1.3
was used for the ENF corresponding to a representative value of 30% for CHEC-S OCT.

Requirement B-TEL-1010 is specified at a miscalibration error of 10%, the following
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results are presented with a miscalibration of both 10% and 5% in order to highlight the

impact of this miscalibration error.

The resulting fractional charge resolution performance at various preamplifier
buffer board bias voltages, SiIPM gain, and calibration errors are shown in Figures 4.24 -
4.27. One should note that the CTAQO charge resolution requirements are defined between
1-— 1{}0{}p.e.k&r completeness, this requirement has been extended to cover the full range
of input amplitude and true charge, Q7. Figures 4.24 and 4.25 show the charge resolution
with a miscalibration of 10% applied. It can be seen that the shape of these plots are
identical but one should observe the variation in input amplitude. Clearl}} the impact
of a lower SiPM gain setting shifts the charge resolution along the é axriy towards
higher amplitudes. This can be seen by comparing the input amplitude at the crossing of
the charge resolution and I@TAO requirement. Here it can be seen that both SiPM gain
settings produce a fractional charge resolution that surpasses the CTAQO requirements
at a preamplifier buffer btiard bias voltage of 4.6V or higher. The significance of this
result is that ty{yﬁi?@:uggesg all CHEC-S front-end electronics currently modified for
4.6V bias ve]tag&hg&l&meet the current CTAO requirements 'pmviding the SiPM gain

oy C
is between Q@‘e and 4@9 Figures 4.26 and 4.27 present the fractional charge
resolution performance produced with a miscalibration of 5% applied. Here the impact
this miscalibration factor has on the charge resolution performance can be observed most

clearly. Providing the miscalibration of CHEC-S at high intensities is less than 10%, the

fractional charge resolution performance passes the CTA requirement.
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Figure 4.24: Rem)l(ﬁg ractional charge resolution performance following the application
of a saturation recovery method with a SiPM gain of 2mV /p.e. and a miscalibration error
of 10%. Also indicated is the CTAO requirement shown by the black dashed line.
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Figure 4.25: Regwdfing Fractional charge resolution performance following the application

of a saturation recovery method with a SiPM gain of 4mV/p.e. and a miscalibration error
of 10%. Also indicated is the CTAQO requirement shown by the black dashed line.
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Figure 4.26: Reguting Yractional charge resolution performance following the application
of a saturation recovery method with a SiPM gain of 2mV /p.e. and a miscalibration error
of 5%. Also indicated is the CTAO requirement shown by the black dashed line.
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Figure 4.27: BesmiTihg E&ctiun&l charge resolution performance following the application
of a saturation recovery method with a SiPM gain of 4mV/p.e. and a miscalibration error
of 5%. Also indicated is the CTAO requirement shown by the black dashed line.
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Figure 4.28: An example of a long duration Cherenkov event observed during an on-
telescope campaign of CHEC-S and the ASTRI-Horn telescopd (a) shows the amplitude
of the digitised waveform for each pixel during the Cherenkov event Che track of the
Cherenkov light can be seen as it transits the focal planey (b) highlights the timing of
the digitised waveform as the Cherenkov light crosses each pixel (c) $hows the digitised
waveforms for a subset of the pixels triggered by the CherenkoV eveny ain indicating
the spread in peak timing for the single digitised event. It can be seen (b) and (c)
that a long duration Cherenkov event can give rise to a variation in peak time of ~ 50ns.
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4.7 Conclusion

The use of TARGET-C, and all digitising ASICs, require the calibration of the digitised
signal in order to produce a meaningful dataset in real-world units, such as voltage for
ADCs. Previously, the CHEC-S prototype utilised a double-Landau expression to de-
termine the sampling cell present at the maximum of the electronically injected pulse
digitised by TARGET-C. This method was used as it was thought to reduce the impact
of sensitive sampling cells on the calibration performance. I have shown in this chapter
that this method is not flawless. Figure 4.4 shows an example of the double-Landau ex-
pression used in this method. It can be seen that the position of the waveform peak given
by the double-Landau expression is incorrect when compared to the digitised waveform.
I found that the inconsistency in peak position given by the double-Landau expression
is rather common and would lead to an underestimation in the subsequent TF since the
amplitude of the sampling cell given by this method is lower than that at the peak of the
digitised data. In addition to this, the double-Landau expression is rather slow. To com-
bat this, only the first channel of each ASIC is calibrated in this way. The peak position
of all subsequent channels is produced by evaluating the variation in signal transit time in
neighbouring channels which is determined by the physical differences in track length for
each channel. This method is Wwdj as the differences should be minimal, but
is also less than desirable as it could possibly compound the inaccuracy in peak position

if the initial expression is incorrect.

I have presented here my method for the generation of calibration data using
the cross=correlation of digitised data with a reference pulse. I have also shown that
it is possible to improve the cross.correlation by interpolating between samples of the
digitised waveform. I found that the most accurate interpolation method available for this
application was the Piecewise Cubic Hermite Interpolating Polynomial method. In order

to test this calibration method, I produced a simulated dataset using the method outlined
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"A
14 Figure 4.13. The various peak finding methods described in this chapter were applied

to this simulated data. Figure 4.14 shows the performance of each peak finding method.
clearly showing the improvements that can be gained in adopting a new approach for the
generation of TF calibration data. It is also important to note that the cross correlation
method here has not been optimised for speed, this is an ayea of improvement for this

ik w

method and will be further developed in the future before disuse-is—ademted-camplataly
by the CHEC project.

CHEC-S comprises a thermal control unit for the control and regulation of the
thermal environment of all internal components within the camera body. Cooling of the
internal electronics is not as important as the cooling of/5iPM tiles on the focal plane, but

¢
it is important to maintain a constant temperature of all electronics during operation. In
regards to temperature, ghere are two existing concerns for CHEC-S calibration. Firstly.
due to m;\:.ta.h]a_ﬂaﬂ#a—nr-the circulation of cool air within CHEC-S, there is a large
spread ir[-;g?l‘perature asseen bueash TARGET modulef It is possible for this spread to
be ~ 15°C' during operation. Secondly, there is a large variation in temperature that the
TARGET modules are calibrated at in the laboratory (2300) when compared to TARGET
module temperatures during operation (up to ~ 50“@. The first point here can be
mitigated by minimising the spread in temperatures within CHEC—Siﬁ rever, this is very
difficult @&Wcai due to the compact nature of the Cherenkov imaging camera. It

is possible to remove any discrepancies in the digitised signal produced by temperature

variation by correcting for the temperature dependence of the TF calibration.

Figure 4.17 shows the impact this temperature dependence can have on a Cherenkov
pulse, producing a variation of ~ 3@/ simply by applying a TF generated at a temper-
ature that differs to the operating temperature of a TARGET module within CHEC-S. 1
have outlined my method for correcting for this temperature dependence through the use
of multiple TF's taken at varying temperatures. With this method, it is possible to select a

specific TARGET module operating temperature and interpolate between each of the TF
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curves in order to produce a TF that is specific to the given temperature (shown by Figure
4.18). Again, I have shown the performance that can be gained when the temperature

dependence of the TARGET-C digitising ASIC is removed in Figure 4.19.

The fractional charge resolution performance presented here indicates that, at an

operating SiPM gain of 4@.6., CHEC-S is likely to meet the CTAO charge resolution
requirements at the specified iﬂtensiu ringmfu&-d- {'(]‘[lt@ In addition to this, 1S
saturation recovery and cmrrectia{iqv_eﬁﬂgaﬁm can be used to infer specific requirements
for the design and operation of the FEE? of the SST Camera. Firstly, it is recommended
that that the preamplifier buffer design is modified so that saturation effects are removed or

mitigated in a similar fashion to the improvements made by modifying the bias voltage of

CHEC-S preamplifier buffer boards. For the operation of CHEC-S, all preamplifier buffer

boards should operate at a bias voltage of at leas_.t.ecmndly, a recommendation for

the number of samples required in the digitised readout window can be deduced. Figure
4.28 shows the peak timing observed for a long duration Cherenkov event as the Cherenkov
light transits the focal plane of CHEC-S during on-telescope observations (See Chapter
5). It can be seen that there is a gradient in peak timing giving rise to ;iatic}n in peak
position of twiglti{-yed waveforms for various pixels across the camera}with 1e peak position
of pixels furthest from the trigger pixel arriving ~ ﬁl@ afterﬁg;'ititia triggered pixel.
In addition to this, the width of saturated waveforms reach a maximum pulse width of
~ b0ns as observed in Figure 4.21. Knowing this, one can determine the required number

of samples for a digitised waveform to encapsulate the entirety of a saturated Cherenkov

event as follows:
N Samples = SaturatedWidth + EventTimeGradient + Req.Baseline

Req.Baseline represents the required number of samples at the baseline in order to mea-
sure the baseline position and noise of the digitised event, ideally this would be an addi-

tional 10ns either side of the digitised pulse. With each of these parameters accounted

137



for, a readout window of ~ 130ns is required. The values used for this determination
are somewhat conservative, a long duration high intensity Cherenkov light event is also
unlikely. It is therefore pragmatic to state that a readout window size of at least 128ns is
used for on-telescope observations. Finally, a comment for the operating SiPM gain can be
given. It can be seen that the performance of this saturation recovery approach improves
when the photosensors are operated at a lower gain. However, there is a compromise that
must be evaluated since the SiPM gain controls the ability for a single p.e. event to be
observed (discussed further in Section 2.4.2). Although, it is possible to recommend that
the operating gain of CHEC-S SiPMs should be no greater than 4mV/p.e. since the charge

resolution performance above this gain will no longer meet requirements.

4.8 Future Work

The development of the CHEC-S prototype has resulted in a well understood calibration
technique. It has been shown here that, although the development has progressed, there
are still improvements that can be made concerning the calibration of TARGET-C. As
the focus of the CHEC team turns to the development of the SST Camera, the production
model for the SST of CTA, there are many aspects of the calibration that may change.
The calibration procedure should be simplified with the application of the cross correlation
method shown here in Section 4.4.2.1. It has also been shown that there are many charac-
terisation steps that must be followed to ensure the TARGET-C TF calibration is capable
of calibrating TFs regardless of operational environments. In addition, it has also been
shown that the application of a saturation correction we is necessary for CHEC-S to
meet CTAO requirements. As the development and build of the SST Camera incorporates

updated ASICs and electronic designs, it is important to note that the effects shown here

: .- %wh
will require evaluation to ensure the abgdlute performance of the SST Camera.
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5.1 Introduction

Commissioning a photon-counting Cherenkov imaging camera, such as CHEC-S, requires
continuous calibration and testing. Within controlled laboratory conditions, the majority
of parameters and aspects of the camera can be tested under repeatable conditions ensuring
identical environments for day-to-day testing, producing accurate, comparable results. In
undertaking an on-telescope testing campaign, the camera is positioned in a varying and
less controllable environment. Thisjcoupied with inexperienced camera operators })mvides

the opportunity to further test the performance and procedural operation of CHEC-S as

the inexperience and lack of sleep with long night shifts can lead to operational mistakes.

Although not the first on-telescope campaign for the CHEC project ﬁ@?{EC-
M on-telescope campaign took place in November 2015 [77]), the inaugural on-telescope
verification of CHEC-S took place in May 2019 at the Serra La Nave Observatory on the
slopes of Mt...__ Etna, Sicily, utilising the INFN Astri-Horn telescope structure [108]. Not
only did this site provide the opportunity to verify CHEC-S under varying weather and
thermal conditions, it also provided the important opportunity to prove the compatibility
of CHEC-S with the ASTRI-Horn telescope structure. As mentioned in 2.3.1, the selected
SST system ds=a-telescaope susiem derived from the ASTRI-Horn telescope structure and
a CHEC-S.based Cherenkov imaging camera. Figure 5.1 shows CHEC-S installed on the
ASTRI-Horn telescope. This campaign would become the first proof.of.concept for an

ASTRI-CHEC telescope system.

Located on the slopes of Mt. Etna, Serra La Nave is home to an ever-changing
weather system. Ongoing testing during the day and throughout the night gave rise to
a temperature range of +15°C' to —5°C. This'cnupled with high humidity, rain and, at
times, snow, presented the chance to fully test the thermal performance of CHEC-S. In

addition to environmental factors, the large city of Catania to the south of Mt. Etna

produces a night sky background (NSB) that can impact observations when pointing in

140



Figure 5.1: Photo of CHEC-S mounted on the ASTRI telescope structure at Serra La
Nave Observatory, Sicily.

this direction. Each of these varying parameters enabled further characterisation and

verification of CHEC-S.

The primary aim of this on-telescope campaign was to prove the compatibility
of CHEC-S and the ASTRI telescope structure in terms of operating procedures and
performance. During this campaign, a number of well-studied gamma-ray sources were
used for observational targets including: the prominent active galactic nuclei; Markarian-
421 and Markarian 501 [109][110]; and the BL Lacertae object, PG 15534113 [111]. T will
outline the operational procedure conducted during observing runs before discussing the
use of Hillas analysis for the analysis of Cherenkov event data. In addition to this'I will
describe an investigation into anomalous high noise events observed during the campaign

before highlighting the use of the saturation recovery process covered in Section 4.6 to

estimate the intensity of Cherenkov events saturating the FEEs of CHEC-S.
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5.2 Trigger Threshold Calibration

Section 2.4.3 describes the two-level trigger criteria that must be met for CHEC-S to form
a full camera trigger and event readout. The level-one trigger criterion is evaluated by the
T5TEA trigger ASICs within each TARGET module and states that the analogue sum of
four SiPM pixels, in a Ba!c-m,are (Super Pixel, SP), must be greater than a configurable
threshold set within the camera software. Following a successful level-one trigger, a trigger
signal is sent to the trigger FPGA aboard the Backpla enficiing the time at which each
SP passed the level-one trigger. The level-two trigger l;;gic is met when two or more nearest
neighbour SPs trigger within a configurable coincidence window. Following a successful
level-two trigger, a full camera digitisation and readout is initiated by the trigger FPGA.
The level-two trigger logic is utilised to reduce the frequency of night sky background
(NSB) photon induced camera triggers. Since the NSB environment at Serra La Nave
varies largely depending on telescope pointing, the presence of stars within the camera
field-of-view (FoV), and cloud coverage, it was necessary to set the trigger threshold level

accordingly at the start of each observing run. This was completed by conducting a trigger

threshold scan.

A trigger threshold scan evaluates the trigger rate at varying trigger threshold
levels. The trigger threshold is varied and the number of level-two, full camera, triggers
is measured. The resulting scan conducted at multiple telescope zenith angles can be
seen jﬁ Figure 5.2. The measured threshold scan consists of two constituent sources
contributing to the overall shape of }Hﬁﬁ scan. The high trigger rate observed at lower
trigger threshold levels is produced largely by NSB events with a much smaller frequency
of Cherenkov events. This is presented in the threshold scan as an NSB wall preceding
the turning point at ~ 3@ observed in Figure 5.2 [112]. The contributions to the

camera trigger rate at trigger threshold levels above this turning point consist largely of

Cherenkov events asud
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Figure 5.2: An example of a trigger threshold scan conducted at multiple telescope zenith
angles. At each angle, the trigger threshold is varied.and number of triggers measured.
The turning point observed in this plot at ~ ZmV/SF indicates the threshold at which

camera triggers produced by NSB photons is greatly reduced.
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The trigger threshold level of CHEC-S js thozedert set to Mise the number of

Cherenkov events observed and suppress the number of triggers produced by NSB photons.
Since the available data storage at the observatory was limited, the trigger threshold level
was set at a level higher than the NSB wall turning point. In setting the trigger threshold
level in this manner, one must monitor the camera trigger rat(i as a small variation in the

NSB illumination level can greatly increase the number of unwanted camera triggers.

5.3 Wobble Observations Technique

The observation of gamma-ray sources by imaging atmospheric Cherenkov telescopes
(IACTSs) is conducted in one of two modes of operation: On-Off mode or Wobble mode

[113]. The On-Off mode of observation positions the gamma-ray source at the centre of the
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camera FoV whilst taking Cherenkov data. The advantage of this is s&-ﬁ:ﬂ that the source
position is well known, providing good telescope pointing performance. However, in order
to obtain a good understanding of the source region background, for background subtrac-
tion, a further dataset must be taken using a similar sky region that does not contain the
original source. Since the background is observed asynchronously to the source, it is pos-
sible for environmental and camera conditions (NSB, temperature, etc.) to have changed,

thus impacting the reliability and comparability of the background measurements.

Source Position
® Camera Pointing
~ Camera FoV

Figure 5.3: An example of the camera field-of-view while operating under tife Wobble
mode. It can be seen that the gamma-ray source is positioned at a constant offset in
right ascension or declination from the camera pointing position allowing for simultaneous
observations of the source and background. This is usually Tepeated at four pointing
positions about the target source position.

The Wobble observation mode positions the source at a constant offset in right

ascension or declination from the centre of the camera FoV. Consecutive observing runs
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are conducted at varying right ascension or declination offsets such that the camera FoV
“wnbbles " about the source position [114]. This technique is -'q‘l‘mwn in Figure 5.3. Since
the target source is offset from the centre of the FoV, it is possible to use camera data
observing the anti-source position to measure and obtain a well understood background
model. By observing a gamma-ray source and background region Siﬂlﬂit&llﬁﬂl]ﬁl}} the
impact of varying environmental and camera conditions is greatly reduced. The validity
of such background measurements is also increased as the background region is guaranteed
to be comparable to that of the source. In addition to this, inhomogeneities in photosensor
and FEE performance are suppressed as the gamma-ray source is observed by multiple
SiPM pixels and TARGET modules as opposed to just those at the centre of the focal
plane I:I%r the On-Off observing mode. The use of this Wobble observing mode is less
suited to extended gamma-ray sources (such as EtaCarinae) as it is not always possible
to contain the full extent of the source whilst obtaining a background region. For such

sources, the On-Off mode is used.

During the on-telescope campaign, CHEC-S was operated in the Wobble ob-
serving mode utilising right ascension and declination offsets of +1.0°. Figure 5.4 shows
an example of Cherenkov events with low a Hillas parameters (See Section 5.4) at each
stage in the Wobble mode whilst observing Markarian 501 (Mrk501). The source posi-
tion is indicated on each camera image, highlighting the varying position at each step in
the Wobble mode. Observations of each source continued in this manner throughout the

campaign in roughly 20 minute observing runs.
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Figure 5.4: Camera images obtained during observations of Mrk501 in four observing runs
whilst operating under the Wobble mode. The annotated position of Mrk501 indicates the

varying position of til_iﬁ sourge ili'ﬂ"':iew w highlighting this pperational mode. 4=

e TS, d—eused to show the direction of the Cherenkov t pointjeg towards
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5.4 Hillas Analysis

As stated previously, the primary aim of the on-telescope campaign was to further verify
the Cherenkov imaging camera, CHEC-S, and validate the use of CHEC-S with the ASTRI-
Horn telescope structure. In addition to this, sfiurrdatAneaally=it was important to
observe Cherenkov shower events produced by extensive air showers (EAS). Following
each full camera triggerl the digitised waveform of each channel, and therefore SiPM pixel,

is readout and stored for future analysis. Section 2.4.3 describes the data level flow for

digitised CHEC-S data. Initially, the raw RO data is calibrated with the application of
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a pedestal and transfer function calibration tofthe R1 calibrated data level. The R1
data is then extracted to the DL1 data level and stored as a large dataframe containing
many extracted parameters such as measured charge per pixel, event timing, sampling cell
identification, etc. The DL1 data level describes in full,the triggered event and can be used
to produce camera images such as those seen in Figure 5.4. However, these shower images
require further analysis in order to determine the source direction, energy and particle
class of the EAS progenitor. Further analysis of the camera images is conducted through
if

the extraction and application of Hillas parameters.fHillas parameterisation dgsefibes the

analysis technique utilised by IACTSs for the reconstruction of Cherenkov shower events "“ﬂ e

first formulated for the Whipple telescope by A. M. Hillas in 1985 hillas arigiaed—

Shower Source
Position

Centre of FOV

Figure 5.5: Diagram of the Hillas parameters extracted during the analysis of Cherenkov
shower events from the ellipse observed in the camera focal plane [29].
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5.4.1 Hillas Parameter Extraction

Shower images produced by CHEC-S consist of pixels containing signal both from the
Cherenkov shower and the NSB. Each image is processed and cleaned with the application
of tailcuts to remove photons that do not contain the Cherenkov shower signal. These
tailcuts emluvg{; the charge extracted within ;ic‘h pixel; if the charge of a given pixel i% ™
above a configurable t-hreshﬂlcb the pixel data }Q kept. The wrs #f reprtini Ig\i;;ls
are then evaluated at a lower threshold and again retained if they surpass this threshold.
All pixels below syeh thresholds are discarded. The resulting camera image consists only
of pixels containing a signal from the Cherenkov Shﬂwer; in an elliptical shape. By fitting
an e -L 1;‘1;{} the cleaned image,the Hillas parameters can be obtained. Figure 5.5 shows an
example Hillas ellipse and the corresponding Hillas parameters describing the position and

orientation of the primary image axis, and the Width and Length of the ellipse containing

the Cherenkov shower image.

The extracted Hillas parameters, in particular the ellipse Length, Width and
image size, can be used to estimate the direction and amplitude of the Cherenkov shower.
For a single IACT, this parameterisation results in a degeneracy in the shower position
along the primary image axis either side of the image centre of gravity [115]. Whilst it is
possible to improve the shower reconstruction of a single IACT using improved analytical
methods [116], the performance ,efauchanalysis is vastly improved »:% the introduction
of a second Cherenkov telescope. The shower direction is obtained from the intersection
of the primary image axes extracted from each IACT. The shower energy caw:m be E , 4—C7

estimated from the weighted average of the i/ndpiﬂﬁu&l energy recanstructim%ﬁ 17].

In addition to shower reconstruction, Hillas parameters can be used to provide
some discrimination between gamma-ray and cosmic-ray initiated EASs [118]. This is con-
ducted by evaluating mainly the Length, Width and a of shower images. Figure 5.4 shows

four shower images with low a distributinruiilit can tyéfore be stated with confidence that
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Figure 5.6: The Length Hillas parameter obtained during the on-telescope campaign whilst
observing each gamma-ray source. The secondary peak between 2° and 3° corresponds to
a large number of events producing an unexpected Length parameter, af similar peak is
also observed in the Width parameter. These events were present during observations of
each gamma-ray source and &iiscussed further below.

10

Figure 5.7: An example of the camera image for a triggered event with Length and Width ,‘Jﬂ ﬂ

parameters between 2° and 3, shown by the giwertfr ellipse. The Hillas ellipse hore-shaus l v O
theabsence-oba Cherenkov image, indicating that this event should not be included in

the~illag_analysis. 0’_‘...7 fﬂo“"{‘l.
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such events were the result of EASs produced by gamma-rays originating from Mrk501.
In evaluating the Length and Width of all events during the on-telescope campaign, it was

noted that there was a large numbe/events that were not as expected. These unexpected
.

oL )
events EM) observed .% the peak in Figure 5.6 between 2° and 3°, almost identical
peak in this range was also observed in the Width parameter. The respTng Hillas ellipse
e
of gath events is t.h?eﬂﬁ;fe almost circular as shown by Figure 5.7. In addition to this, it is
}
clear that there is no Cherenkov shﬂWEr image present in the digitised data. The following

Section describes the investigation, L h/Hﬂﬁ% events.

5.5 Events with Increased Baseline Noise

Ag{m&lal'ge number of digitised events were found to contain no observable Cherenkov
signal during the extraction of Hillas parameters from ang data taken during the
on-telescope campaign. Since the frequency of such events seemed independent of the
targeted source, as shown by Figure 5.6, it was inferred that the cause of these falsely
triggered events must be local to the ASTRI telescope or indeed a product of the CHEC-S
electronics. The following describes the investigation conducted to determine the cause of

sych events.

5.5.1 Identifying Noisy Events

The events responsible for the secondary peak in the Width and Length Hillas parameters
can be characterised by two identifying features. Firstly, each event produces a Hillas
a vY.D
ellipse with low eccentricity, resulting in the circular shape of ]’,hﬁ ellipse and__bk%distri-
bution of Hillas Lengths and Widths. Whilst it is not impossible for Cherenkov events to

produce such ellipses, it is uncommon as it would suggest the EAS was directly along the

primary axis of the telescnpe‘pmn.ﬁng. This again becomes more unlikely when observ-
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ing in the Wobble mode. Secondly, the digitised events show no observable M
pulses or peaks within the waveform. Instead, a shift in the baseline of each waveform
was observed. Since the baseline has increased, it is possible for these events to produce

a level-one trigger providing this baseline shift was above the trigger threshold level. As

this was common across all channels and TARGET modules, a large mﬂwf neigh-
WA
bouring SPs produced a level-two trigger and full event rea,dnutz This again indicates how
and why these events surpassed the tailcut cleaning prior to Hillas parameter extraction.
Since these events are characterised by an increase in the baseline noise level, they became
known as Noisy Events and are identified as such for the remainder of this Chapter. What
follows is a description of the tasks I ,bdve completed in the investigation of Noisy Evenis.
For this investigation, all events with Length and Width Hillas parameters between 2.1°
and 2.7° were identified as Noisy Events. Although the analysis was conducted on ‘eaﬂ
dataset from the on-telescope campaign, I show only the Wing plots for a/iumlheﬁ of

observing runs. The behaviour highlighted in each plot was common and independent of

the targeted source.

5.5.2 Event Timing

As described previously, the CHEC-S Backplane broadcasts a full camera readout following
a successful level-two trigger, resulting in the digitisation of stored data from each TAR-
GET module. The Backplane trigger signal contains a delay time corresponding to the
lookback time required to digitise the correct portion of the analogue ring buffer (fuster
described in Section 2.4.3) within the TARGET-C digitising ASIC. To ensure continuity
across all digitising ASICs, each TARGET module is synchronised to a single quad-phase
electronic clock within the Backplane. In addition to this, each digitised event is given a

64-bit prefix identification known as a TACK for event identification.

It is possible for all events to be characterised by the phase of the TACK identifier
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Figure 5.8: The phase of the TACK of each Noisy Event observed during three datasets
targeting Mrk421. It can be seen that whilst these events occur at both high and lower
frequencies, they are indeed independent of the clock phase and are, therefore, unrelated
to the synchronising clock of the Backplane.

and therefnre/pkaﬁe of the Backplane synchronising clock. Figure 5.8 shows the TACK

\

phase of all Noisy Events from three observing runs targeting Mrk421 during the on-
telescope campaign. Whilst it can be seen that the occurrence of such events is independent
of the TACK phase, it does highlight that these events can occur in either an infrequent
or highly frequent mode. This is apparent in Runl3315 and observed by the infrequent

occurrence at the beginning of the run and more frequent occurrence for the final half of

the run.

The deep analogue ring buffer physically comprises 4096 switched capacitors,
each storing the charge of a single waveform sample. As with all electronic circuits,
there is the possibility of electronic crosstalk from electronic signals, 611 the case of the
deep analogue ring buffer this may be electronic signals both external and internal to the
buffer. I therefore evaluated whether high intensity Cherenkov events could induce a signal
elsewhere in the analogue ring buffer, resulting in an increased baseline and the presence

of Noisy Events. If this was the case, Noisy Events would occur at a given time interval

following a sufficiently % Cherenkov event.

UM}A
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Figure 5.9: A histogram showing the delta-TACK of consecutive events. It can be seen
that the delta-TACK of Noisy Events follows the expected distribution and is therefore
not the cause of such events. )

Figure 5.9 shows the delta-TACK between two consecutive events for both all
events and Noisy Events digitised during Runl2931 observing the gamma-ray source
PG1553+113. The delta-TACK describes the difference between the TACK of a given
event and that of the previous event. I found that there was no correlation between the
occurrence of a Noisy FEvent and the timing of the previous camera trigger event. This
does not mean the analogue ring buffer is free of electronic crosstalk, but simply that this
is not the cause of such events. In addition, it is interesting to note that no two Noisy

Events occur consecutively.
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5.5.3 Sampling Cell Dependence

As stated previously, the analogue ring buffer consists of 4096 sampling cells. It is possible
that inadequately performing sampling cells, common to each TARGET module, could be
the cause of Nowsy Fvents. Such events would therefore only be present when digitised by
bad sampling cells. Each digitised event includes metadata containing various parameters
corresponding to the state of the TARGET module during the event. One such parameter
is the First Cell Identification (FCI) which represents the assigned number of the initial
sampling cell at the beginning of a digitised waveform. During usual analysis, the FCI
is used to determine the sampling cell responsible for each position in the waveform, for
example: the final cell of a 128ns waveform is simply F'CT + 128. This is necessary as the
TF and pedestal calibration is unique per sampling cell and is applied on a per cell basis.
However, in this case it was used to determine whether Noisy Events were dependent on

position in the analogue ring buffer.

The position of a sampling cell within the analogue ring buffer can be further
categorised by the physical position of the sampling cell within the digitising ASIC. As
described in Section 2.4.3, the analogue ring buffer consists of 128 blocks of sampling cells,
each block containing 32 sampling cells. These blocks are then further arranged within
a square structure of columns and rowf It is therefore possible to characterise a single
sampling cell by its cell identification (i.e. FCI), block-phase, Row, and Column number.
Figure 5.10 shows the identifying values of the first sampling cell for each Noisy Event
present during observations of PG1553+113. It can be seen again that the presence of

such events is independent of the sampling cell position.

Since the occurrence of Noisy Events is independent of the position of the sam-
pling cell within the analogue ring buffer and any effects induced by the digitising ASIC
itself, it can be said with confidence that the cause of such events must exist prior to the

splitting of the digitising and trigger signal. This can be stated since the observed noise
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Figure 5.10: The occurrence of Noisy Fvents categorised by the FCI and physical position
of the sampling cell at the beginning of the digitised waveform for each event. The cell
Blockphase, Row, and Column describe the physical position of the sampling cell within
the TARGET-C ASIC. It can be seen that Noisy Events are independent ?(Tphysica}
P

positinn.w{#h ﬁ-L ﬂrfc

must be present before the TSTEA trigger ASIC, if this was not the case a camera trigger

would not occur. The noise must then be induced within the TARGET module shaping

electronics, preamplifier buffer board, or SiPM. A further understanding of such events

can be obtained by comparing the baseline of all observed waveforms.
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5.5.4 Comparison of Waveform Baseline

As described previously, the Noisy Events present themselves generally as events with an
increased baseline level, when compared to the nominal baseline level of Cherenkov events
observed on-telescope. It is, therefore, worthwhile to compare the waveform baseline of all
digitised events in an attempt to gain further understanding of such events. The lookback
time utilised by the full camera trigger and readout ensures the that the peak position of
the waveform responsible for the event trigger is always placed at the same configurable
position within the digitised waveform. This is required to ensure the entirety of the
SiPM pulse is contained within the waveform, providing accurate charge extraction of the
waveform pulse. For high intensity, long duration (or saturated waveforms) it is possible
for the SiPM pulse to be present at a position in the waveform much later than the original
trigger peak position (see Figure 4.28). In order to compare variations in the waveform
baseline alone, 1 l’% therefore evaluated the digitised signal of all events before the trigger
peak position using the parameter baseline_start_mean extracted during the conversion of
digitised data from data level R1 to DL1. This parameter is simply the average of 20

samples at the beginning of the digitised waveform.

Figure 5.11 indicates the baseline_start_mean variation during observations of
PG15534113. This dataset is shown as it contains the highest frequency of Noisy Events.
This analysis was conducted over all observing runs and the resulting performance was
found to be comparable. Figure 5.11(a) shows the baseline_start_mean averaged over all
2048 pixels per event, this is analogous to the amplitude of the baseline level at the start

of the average waveform. It can be seen that’in general, the Noisy Fvents exhibit a much

higher baseline level. In addition, the Sprea,i in this baseline level, indicated by the root-
mean-square (RMS) for the 2048/{31’ each event, is much higher than that of the standard
triggered events indicated by Figure 5.11(b). It is worth noting that there are Noisy Events

that exhibit nominal baseline levels and regular events that have an increased baseline 1?-91,
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Figure 5.11: A comparison of the baseline_start_mean of all events during observations of
PG 1553+113. (a) shows the baseline_start_mean averaged over all 2048 channels for a
given event. It can be seen that the majority of Noisy Fvenis exhibit an increased baseline
level when compared to Cherenkov shower events. (b) shows the root-mean-square of the
baseline_start_mean for the 2048 channels from each event. The plot indicates that Noisy
FEvents contain a higher spread in amplitude in addition to the increased baseline level.

\

although not to the ¢ 1de observed W Noisy Events. The cause of this disparity may
be due to the inclusion of Cherenkov events in the Noisy Fvents. Nonetheless, it is clear

that the majority of Noisy Fvents can be identified by an increased baseline level at the

beginning of the digitised waveform.
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Figure 5.12: An example of the digitised waveforms for 10 pixels during a Noisy Event.
It can be seen that there is large shift in the baseline level which decreases as the event
progresses.

Further insight into the occurrence of Noisy Events can be gained by evaluating
the digitised waveforms observed during such events. Figure 5.12 shows an example of
calibrated waveforms producing a Noisy Fvent whilst observing the source PG1553+113.
It can be seen that the rm:a amplitude of the waveform at each sample position is
decreasing, in addition to this, the noise observed within this event is much higher than
expectedﬁectiﬂn 3.3 describes the shaping electronics integrated in the TARGET module,
designed to shape the output of the preamplifier buffer board before the analogue signal
is digitised. In addition to thisﬁ&lternﬂting current (AC) coupling circuit is present and
utilised to remove the direct current (DC) bias present within the analogue signal. The
DC bias signal can be thought of as long timescale variations observed by the SiPMg Er
CHEC-S 't-his long timescale variation is analogous to the NSB. The AC coupling circuit
is therefore used to remove the static NSB level observed on-telescope, acting as a shift
in the baseline level, maintaining a baseline position close to @ A response time is
required for the for the g coupling circuit to take effect and return the baseline to its
nominal position following a short timescale increase in NSB. This required response time

corresponds to the time constant of the AC coupling circuit. The amplitude of the baseline
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level within this response time consequently follows an exponential decay since:

Ve =Voe 7 . (5.1)

where V), is the amplitude at sample position z, V|, the amplitude at the beginning of the

baseline shifted waveform, and 7 the RC time constant of the AC coupling circuit.
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Figure 5.13: An indication of the highlighted exponential decay behaviour produced by
the AC coupling circuit following a short timescale increase in NSB illumination. The
green line here shows the average of the waveforms shown in Figure 5.12 (also shown in
grey). The orange line shows the expected variation in sample amplitude corresponding
to the exponential decay of the AC coupling circuit.

Using Equation 5.1, I was able to evaluate the behaviour of the digitised wave-
forms shown in Figure 5.12 with respect to the expected exponential decay produced by
the AC coupling circuit. Figure 5.13 shows the result of applying an exponential decay
to the digitised waveforms during a Noisy Event. The average of the individual channel
waveforms (grey) is shown here (green) and represents the average position of the base-
line observed during this event since the stochastic behaviour observed in each individual

waveform is effectively removed when averaging across multiple channels. The first value
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of the average waveform was then used to provide the initial amplitude (V}) of the expo-
nential decay, shown in orange. It can be seen that the trend of the average waveform.,
and hence baseline, is well described by the exponential decay. This would suggest that
the event shown here was triggered and captured during the response time following a
large variation in NSB level at the telescope position before the baseline had returned to
the nominal position. I repeated this process for multiple Noisy Fvents and found this

conclusion to be common among all events.

Whilst this investigation cannot determine the absolute cause of Noisy Evenits,
observed through an unexpected response in the Length and Width Hillas parameters,
it can be used to suggest a credible mechanism for their production. Firstly, a short
timescale jﬂ large increase in the NSB illumination observed by CHEC-S produces a
shift in the baseline signal of each channel. The AC coupling circuit then works to return
the shifted baseline to the nominal position within the response time corresponding to the
time constant of this circuit. Before the baseline has returned to ~ 0@ , the level-two
trigger criterion is passed and the full camera is digitised. The resulting digitised event
therefore contains no obvious Cherenkov light response, but instead shows an increased
baseline amplitude which i}aélf is decreasing at a rate consistent with the exponential

decay of the AC coupling circuit.

5.6 Recovery of Saturated Cherenkov Events

Section 2.2.1 describes the requirements that each Cherenkov imaging camera and tele-
scope structure must meet in order to be accepted as an in-kind contribution to the
Cherenkov Telescope Array (CTA). Requirement B-TEL-1010 corresponds to the charge
resolution performance that each Cherenkov imaging camera must achieve. I have dis-

cussed the limitations of CHEC-S FEEj at high intensities p_rﬁvﬁgiy in Section 4.6.1,

stating that saturated waveforms observed in CHEC-S below 1000 photoelectron (p.e.)
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would cause CHEC-S to fail the charge resolution requirement. I have also outlined my
method for correcting for such saturation and shown the ability of this method to meet the
CTA Observatory requirements to an intensity of 1000 — QOU@ depending on SiPM gain.
It is possible to apply this saturation recovery method to high intensity Cherenkov events
observed during the on-telescope campaign of CHEC-S in order to obtain an estimation

of the intensities observed and to prove the validity of saturation recovery.
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x omple
Figure 5.14: Anjfof a saturated Cherenkov shower image observed on-telescope and the
resulting saturation recovery performance. (a) shows the original camera image prior to
saturation recovery. The pixels highlighted in red indicate those pixels that have saturated.
(b) shows the camera image following the recovery of saturated waveforms. It can be
seen that two pixels within the ellipse of the image have a corrected peak amplitude
above 6000mV. (c) shows a 3-dimensional plot of the waveform peak amplitude prior
to saturation recovery.(d) shows a 3-dimensional plot of the waveform peak gmplitude
following the recovery of saturated waveforms. This plot shows the necessity PY H&tiﬂﬂ
recovery. (e) shows the saturated waveforms of each highlighted pixel. The varying widths

of the saturated waveforms indicate t%@mﬂgﬁ%ﬂ%
Ay mLeagibi by ¢ 0‘3’*"!(»

The saturation recovery method requires a transfer function that describes the
conversion of the width of a saturated waveform to the amplitude of the input that pro-
duced the saturated waveform. This conversion was generated for a single TARGET
module and is shown in Figure 4.22. It is expected that each TARGET module would
require a specific conversion for the accurate recovery of saturated data, similarly to the
application of a TARGET-C transfer function calibration. However, since the variation
in the width to input amplitude conversion is minimal, it is possible to apply this conver-
sion gt high intensity, on-telescope data, providing the resulting corrected peak amplitude
serves only as a simple estimation of the Cherenkov light intensity and a proof for the

necessity of such P cedure.
b

Figure 5.14 shows an example of a saturated Cherenkov light event whilst ob-
serving Mrk501. 5.14(a) shows the camera image of the original data for the event, pixels
highlighted by the red annotations indicate the pixels producing a saturated waveform.
The waveforms for these pixels are shown in Figure 5.14(e). As described in Section 4.6,
the width of a saturated waveform increases linearly wjth increasing input amplitude. The
saturated waveforms here highlight the importance fof the recovery of saturated waveforms
as each pixel is clearly subjected to varying intensities which may be underestimated if
siefiply jAfe peak amplitude of the waveform is measured. Figure 5.14(b) shows the camera
image of the peak amplitude following the application of my saturation recovery method.

By comparing the colourbar of each camera image it can be seen that the peak ampli-
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tude following this recovery has increased from a saturated ~ 1600mV to a corrected
7 6000 { mV for the highest intensity pixels. The impact of the saturation recovery be-
comes more apparent when comparing the 3-dimensional camera images shown in Figures
5.14(c) and 5.14(d). With a nominal SiPM gain of 4mV/p.e., this corresponds to 400p.e.
for the original, saturated, wavform, and 1500p.e. following the saturation recovery. Agﬁiﬂ}

these results are only an estimation but can be used to emphasise the vast improvement

in dynamic range that can be gained with the recovery of saturated waveforms.

5.7 Conclusion

The primary aim of the initial CHEC-S on-telescope campaign was to provide further
verification of the camera electronics under varying thermal and NSB environments, and
allow for the formalisation of operating procedures for on-telescope observations. Whilst
the exposure time of each gamma-ray source was insufficient for a source detection, CHEC-
A Y _ -
S Sll%ﬁfﬂg'lg observed a large number Cherenkov events,proving the validity of an ASTRI-
CHEC based Small Sized Telescope. I have given an explanation for many falsely triggered
events containing no Cherenkov light, produced by rapid variation in the NSB environment
as indicated by the AC coupling behaviour observed in the baseline 9{ digitised waveforms.

Finally, I have demonstrated the necessity /Qf a saturation recovery regime to correct for

the saturation of the TARGET-C ASIC when observing high intensity Cherenkov showers.
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Chapter 6

Summary

Once completed, the Cherenkov Telescope Array (CTA) will be the most sensitive gamma-

ray observatory of its kind. CTA will achieve this accolade by constructing the largest
M%

imaging atmospheric Cherenkov telescope array (IACT) to date, Y#th two array locations:

CTA-North, on the island of La Palma’ and CTA-South, in the Atacama Desert of South

America. CTA will construct a total of ~ 100 telescopes speead.gcross the two locations.
The@;servatnr}f will consist of three differing telescope sizes: a Large, Medium, and Small
Sized Telesiope. The inclusion of three telescope sizes enables CTA to achieve a higl})k

LA~
seps+TTe DW‘}’ across the entire energy range of approximately 2{}§eV to 300TeV.

The accepted telescope design for the Small Sized Telescope (SST) is based on
the ASTRI-Horn telescope structure anc SHEC-S Cherenkov imaging came:rfﬂ'ﬁSST
design represents a great step forward in the development of IACTs. Most neta®Ty is the
use of a dual-mirror Schwarzschild-Couder design telescope and the use of silicon photo-
multipliers (SiPMs) for photon detection. A significant portion of my doctoral research
has heen focussed on the characterisation and verification of CHEC-S. This was conducted

wath the use of both CHEC-S itself and a single front end electronic chain comprising a

CHEC-S SiPM tile, preamplifier buffer board, and TARGET module.
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eV . § e RA _
TR, the front end electronics, with the most ix ul iingpresesrent being that

to the TARGET ASICs. The TARGET ASICs found in CHEC-S are the T5TEA trigger

Le
In addition to the inclusion of SiPMs, the develnp;ent CHEC haa)ezrg to the

ASIC and TARGET-C digitising ASIC. These two ASICs g‘;‘::-;mbined in the previous
ASIC Itemtmn TARGET 7. which is currently utilised by the Medium Sized Telescope
prototype: .S‘S‘C"T TARGET-C comprisegfa 64 cell sampling array, providing GSample/s
sampling; a 4096 cell deep analogue ring buffer storage array; and a Wilkinson analogue-to-
digital converter (ADC), which is responsible for the digitisation of the shaped analogue
waveform produced by the SiPM. As with all digitising ASICs, TARGET-C requires a
calibration scheme to give meaning to the digitised ADC counts produced by the TARGET

module.

The calibration of TARGET-C digitised data consists of subtracting the elec-
tronic pedestal found in storage cells and correcting for the non-linearities induced during
the digitisation process. The Transfer Function describes the conversion of ADC counts to
an input voltage and gives true meaning to the CHEC-S digitised data. The key process in
the generation of a Transfer Function is the ability to extract the waveform peak position

@9 CPANNMLA, €4
,ﬁp a calibration dataset. Following ﬁv( CHEC-M/ this was Fgﬁﬁfﬁ using a double
Landau fitHagseste. 1 determined that this method was less accurate than previously
E}pecfedg giving rise to an inaccuracy in the calibration of digitised data. I hﬁyé proposed
a peak extraction method which requi®s the cross correlation of calibration dataget with
an applicable reference waveform. I have shown that the performance of this peak ex-

traction method surpasses that of the double Landau zgethme and recommend tha%mss
b

correlation method be adopted for the generation of calibration data.

The dynamic range of TARGET-C is clearly finite and therefore must produce

saturated waveforms at ,&Cg-i-véﬂ input intensity. A requirement on the performance of

Cherenkov imaging cameras given by CTA states that all cameras must be able to_achiexe

W. It was shown that the\lynamic range of TARGET-C, and
bl o whely e UMY ‘a



thus CHEC-S, is below this intensity. The saturation of TARGET-C is represented by a
flat peaked waveform with a linearly increasing’f ;helf”. The width of this shelf is therefore
proportional to the input intensity. I have proposed a saturation recovery method using
a lookup table containing the conversion of waveform width to input intensity. Using this

method, I have shown that CHEC-S is able to meet the current CTA charge resolution

requirements.

The commissioning of CHEC-S concluded with the on-telescope campaign, in

which CHEC-S was mounted on the ASTRI-Horn telescnp.t—:l.at Serra La Nave, in Sicily,
I

Italy. During this successful campaign, CHEC-S recnrde% first light and proved the

validity of a CHEC-ASTH.I§m51H Sized elescope for CTA.

6.1 Outlook

CHEC-S now forms the basis of the Cherenkov imaging component of the ‘gnaﬂ gized
?;escepe;ﬁle future of the project is clearly heading towards the development of a finalised,
production camer% the SST Camera. The development of the SST Camera is currently
Dngﬂing) a?ﬂ building upon the lessons learned the ch&racterisation and verification
of CHEC-S and previously CHEC-M. The SST Camera will be assembled and verified
across Europe, with 13 cameras produced entirely within the UK. The delivery of each
SST Camera will include the calibration dataset for each of the TARGET modules used

in the front end electronics. These datasets must therefore be produced by each of the

institutes responsible for the assembly and delivery of each TARGET module.

I have shown that there is an inherent disparity in the hardware electronics used
for the generation of calibration data. This disparity will be present across all institutes.
the amplitude and variation of this disparity will be unique to each institute. I recommend

that the procedure for generating ;Hf{ datasets requires the complete characterisation of all

ult\yfpt't Lo
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]} ynal rf M
components. —‘IEW%D the calibration file (Transfer Function) produced at each institute

will be comparable. If a single TARGET module was used to generate a calibration dataset

at each institute, the resulting calibration files should be identical.
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