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(updated v7 120612)
The initial running of the LHC has been a great success, as shown by the exciting results presented by ATLAS and the publication of over 150 papers. These results have provided the first view of the physics landscape at 7&8TeV. The physics programme will now focus on the clarification of the current hints of a Higgs candidate and if these hints are confirmed, the measurement of its properties. In any case, studying the underlying model of electroweak symmetry breaking and searching for signatures of physics at higher mass scales remains critical. This requires the capability to search for and record rare events. To achieve this, a programme of luminosity upgrades is planned which will maintain the LHC at the high-energy frontier of particle physics to 2030 and beyond. The increase in luminosity comes at the price of increased pileup, which presents a challenge to the performance of ATLAS. To ensure that ATLAS can fully exploit the potential of the upgraded LHC, the experiment is planning a set of upgrades, which will maintain or improve its performance in the demanding high-pileup conditions.
Several elements of the ATLAS upgrade are key to undertake this physics programme in the high-luminosity regime: an upgrade of the trigger system, to maintain the acceptance and trigger rates; and the development and installation of a new tracker capable of tracking and vertex identification in a high-occupancy and high-radiation environment. Both the tracker upgrade and changes in computing architectures require the computing and software of the experiment to be upgraded. These are all areas where the UK already plays internationally leading roles and the ATLAS-UK Upgrade programme aims to maintain this international leadership. 
The UK constitutes about 10% of the ATLAS collaboration, and has led significant parts of the development, construction and commissioning of the current experiment: the semiconductor tracker, the L1 calorimeter trigger, the High Level Trigger and in Computing & Software. This leadership during the construction phase has continued into the operation and exploitation phase with the UK physicists taking key management roles since 2009, including: Physics Coordinator, two Trigger Coordinators, Upgrade Coordinator, SCT and L1Calo Project Leaders and convenerships of the Standard Model, B-Physics, Monte Carlo generator, Exotics and Higgs Physics Working Groups. Most recently, a UK physicist has been elected to serve as spokesperson from 2013-15. ATLAS-UK aims to maintain this high level of leadership by contributing around 10% of the cost of the ATLAS Upgrade, a level commensurate with its present commitment.
This proposal builds on the STFC tracker upgrade project (2007-10) and the current STFC ATLAS-UK upgrade project (2010-13).  The investment by STFC has served ATLAS-UK well, allowing the UK to lead many aspects of the Upgrade programme, with UK physicists taking key roles: the global ATLAS Upgrade coordinator, TDAQ Upgrade coordinator, leaders of several of the Tracker Upgrade work packages and the L1 Track Trigger project leader.
This proposal is a request for a six-year construction programme to build elements of the Phase-I Upgrade (2013-2019) and an overlapping three-year programme of R&D (2013-2015) to prepare for Phase-II construction starting in 2016. We expect to make MoU commitments for Phase-I deliverables in 2013/14. Commitments to MoUs for Phase-II are expected around 2015/16. We plan to request funding for Phase-II construction from 2016, although global ATLAS considerations may require us to return to STFC earlier. Cost estimates for the Phase-II construction (2016-2021), and Commissioning and Integration (2022-2023) are given for completeness.
The UK participation in Phase-I construction will focus on elements of the Level-1 Calorimeter Trigger, High Level Trigger, and Software and Computing. The Phase-II R&D project will focus on the Tracker and Level-1 Track Trigger upgrades.
Phase-I Construction (April 2013-March 2019)
Level 1 hardware calorimeter trigger
Studies in the current project have established that it is critical to maintain low trigger thresholds as the luminosity increases. The increased pile-up reduces the effectiveness of isolation in the current trigger, requiring higher thresholds to maintain the trigger rates within the limits allowed by the detector readout. Avoiding a threshold increase requires greater selection power in the trigger hardware. Taking advantage of new calorimeter electronics that provide higher granularity input to the trigger, the UK will design and construct a new electron Feature Extractor to improve significantly electron identification and rejection of fake electron triggers. 
High level software trigger system
ATLAS will evolve with the introduction of a new inner pixel layer, the Fast Track Processor and new level 1 hardware triggers. The High Level Trigger will also need to evolve to exploit these new capabilities and to maintain rejection. Higher levels of pile-up will increase data rates and raise the load on the network, Readout System (ROS) and farm processors. The UK will contribute to the design and construction of an upgraded ROS, a UK responsibility, and will provide a pro-rata contribution to the upgrade of the network and farm hardware. The UK will provide software upgrades within its areas of responsibility: the inner detector and muon tracking code, core software and trigger selections for electrons, muons, tau leptons, jets, jets with b-flavour tagging (b-jets) and B-physics selections. The upgrades will address the effects of pile-up and add new and improved selections to maintain rejection. Significant changes to the trigger software are also needed to exploit a rapid evolution of computing hardware.  
Computing and software
Simulations and physics studies will be required to benchmark the performance of the upgraded detectors and triggers against the physics requirements. The current project has highlighted that it is essential to develop upgraded detector layouts with accurate material descriptions and the simulation framework to cope with the large event sizes due to pile-up and be efficient in both time and memory. 
Both the core and the reconstruction software will need to be redesigned to cope with the increased data flow due to the increase in event size, and to take advantage of new computer hardware architectures that will become the commercial standard. Work will also be needed in the experiment distributed computing systems to cope with these new architectures and intensive workflows in the distributed environment, and to enable data analysis over very large samples. 
Phase-II R&D (April 2013-March 2016)
Tracker
There has been significant progress towards the final design of the tracker with many of the elements identified. For the strip tracker: the sensor design is near final, and a number of prototype staves have been constructed and tested. There remain a number of system issues that must be addressed to reach the final production design. These include: construction and testing of modules and staves using the final readout ASICs, a choice between DC-DC and serial powering, development of a viable HV distribution system, and demonstration of these on the stave. The mechanical aspects of these are strongly influenced by the global support structures, which must also be developed. Towards the end of this project, the UK will prepare for Phase-II production, which is expected to start in 2016. This will include setting up hybrid and module assembly sites, stave core manufacturing, and stave assembly sites. The current R&D project has been establishing a UK Pixel programme integrated within the ATLAS pixel upgrade project, building on its expertise in planar and 3D Si technologies. For Phase-II, the UK aims to build the forward disk system and use its expertise to develop ultra radiation-hard Si pixel modules for the barrel layers closest to the collision point. In this proposal the design of the forward disk system and ultra radiation-hard modules will be developed, building on the elements developed during the current project. 
L1 track trigger
Studies in the current project have shown the need to include tracking information at Level-1 to maintain the L1 trigger performance. R&D is required to identify the best choice between self-seeded and RoI-based architectures. Once this decision is made, detailed design will be required. The UK is currently focusing on the RoI-based option, and is responsible for developing the interface between the trigger and the tracker. 
Costing
The cost of the proposed project is based on previous experience with ATLAS construction and Upgrade projects: Phase-I Construction (6yrs) and Phase-II R&D (3yrs) is: £XXM recurrent (equipment, consumables, travel) and £XXXM (XXXSY) of effort from the Universities and STFC, a total of £XXXM. 
The estimated cost of the Phase-II construction (6yrs) is: £30.4M recurrent and £35.9M (425SY) of effort, a total of £66.3M. This will overlap with this proposal (2015-2018). Commissioning and integration is estimated to be £13M (153SY). The costings are based on the UK contributing 10% of the cost of the construction of the ATLAS Upgrade.

[bookmark: _Toc191367897][bookmark: _Toc201754561]Introduction
The standard model of particle physics has been confronted by experiments of increasing precision and energy reach over the last 40 years and has remained intact. At the heart of the theory is the concept of electroweak symmetry breaking, which allows the W and Z gauge bosons to have mass as well as providing a mechanism for giving mass to the other particles. In the standard model this is implemented through the Higgs mechanism, with the prediction of an associated boson. The search for the Higgs boson has been one of the central goals of particle physics and now the LHC is providing the first hints of its discovery, which will be confirmed or refuted by the end of the current LHC run. If these hints are confirmed then there is a programme of work required to measure the properties of the Higgs to establish if it is the Higgs boson predicted by the standard model or if it has more exotic properties hinting at a new underlying physics model. This requires an extensive programme of studying the Higgs in a range of channels to establish its couplings to other particles, its spin and CP quantum numbers and its self-coupling. In parallel a programme of measuring VV (where V=W or Z) scattering is required at the highest possible mass scales. For the case where the low mass Higgs peak is confirmed, this will demonstrate that the Higgs regulates the high energy cross-sections in the standard model. If the low mass Higgs is refuted, then these measurements will look for alternative mechanisms of electroweak symmetry breaking. 
Despite its great success, the standard model of particle physics is an incomplete theory with some fundamental flaws. Gravity is not included and there is the issue of the fine-tuning of parameters required to ensure the Higgs mass, the issue of the fundamental particle masses (top mass ~mass of Au atom). There are many models for beyond the standard model physics but no experimental evidence or even hints as to which models may be correct. It is important to continue to probe higher mass scales and rare processes to look for hints of the new physics and understand how to go beyond the standard model.	Comment by Craig Buttar: Need to clean this up
 The LHC has been spectacularly successful in starting to look at these fundamental questions and there is the promise of great advances over the next 5 years. However, to go beyond the initial excitement of the discovery or exclusion of a low mass Higgs, detailed measurements of the properties of the Higgs and VV-scattering are required. This has led to the LHC luminosity upgrade programme to enable individual Higgs channels, including rare decays to be measured allowing the properties of the Higgs to be studied in detail and to measure VV scattering. Because an increase in the luminosity at a pp collider translates into an increase in the number of highest energy interactions, it results in an increase of the highest mass scales accessible for W/Z-W/Z measurements and searches for evidence of new physics processes. 
An increase in the luminosity will allow precision tests of the standard model through measurements of gauge couplings and properties of the top quark.	Comment by Craig Buttar: Precision SM measurements provide a model independent method for searching for new physics
[bookmark: _Toc201754562]The LHC Upgrade programme
The LHC Upgrade programme continues the well established concept of upgrading accelerators and their experiments. Previous upgrades have all been successful, significantly extending their scientific programmes for relatively modest cost: LEP energy upgrade and W-mass, Tevatron energy & luminosity upgrade and Higgs searches, and the HERA luminosity upgrades and heavy flavour structure of the proton (parton distribution functions). 
The LHC delivered 5fb-1 of luminosity at 7TeV in 2011 and has already delivered Xfb-1 at 8TeV in 2012 with a target of 15-20fb-1 by the end of 2012. Following the long shutdown in 2013-14 (LS1) to repair the splices the LHC will operate at its design energy and luminosity of ~14TeV and 1034cm-2s-1 from 2015 through to 2017, delivering 50-100fb-1.  Further upgrades will be implemented during the long shutdown in 2018: connection of LINAC4 to the injection system, increase of the PS booster energy and improvements to the collimator system. This will allow the LHC to go beyond its design luminosity to 2-3x1034cm-2s-1 with the aim of delivering 300-400fb-1 in the period 2019-2021 (Phase-I).  The LHC will have further upgrade in 2022-2023 (LS3) to increase the luminosity and address issues of radiation damage of inner quadropoles. The high luminosity LHC (HL-LHC) will operate at a luminosity of 5-7x1034cm-2s-1 and deliver 2500fb‑1 to 3000fb-1 over ten years of operation.
This Upgrade programme has been developed based on operational experience and the predicted performance of the LHC, and in collaboration with the physics and hardware plans of the experiments.  
The operating scenario is summarized in Table 1 below:
	
	LHC phase
	Peak instantaneous luminosity
	Mean number of pile up events
	Integrated luminosity delivered

	To 2018
	Phase-0
	1-2x1034cm-2s-1
	~23-46
	50-100fb-1

	2018
	Long shutdown 2 (LS2)
	
	
	

	2019-2021
	Phase-I
	2.5-3x1034cm-2s-1
	~55-80
	300-400fb-1

	2022-23
	Long shutdown 3
(LS3)
	
	
	

	2024-2034
	Phase-II
	5-7x1034cm-2s-1
	~140-200
	2500-3000fb-1


[bookmark: _Ref201754973]Table 1: Summary of LHC Upgrade (pile up assumes 25ns bunch crossing)
[bookmark: _Toc201754563]The ATLAS Upgrade programme
To fully exploit the LHC luminosity upgrades, ATLAS has developed a detector upgrade programme. This is split into two phases corresponding to the two LHC upgrades: Phase-I covers upgrades of the detector up to and including LHC LS2, and Phase-II covers the upgrade of the detector during LS3. 
The increase in luminosity implies significant issues for the performance of ATLAS. The increase in pile-up, soft pp interactions that accompany the interesting hard pp interaction in a single event, compromises the tracker performance through increased occupancy and radiation dose and the trigger performance through increased thresholds at the operational data rates. To address this ATLAS is proposing a programme of upgrades that will ensure it can maintain or improve the experiment’s performance in the presence of high pile-up. This includes upgrades to the hardware based level-1 trigger systems for Phase-I and Phase-II and the tracker at Phase-II. In addition to the hardware upgrades, the increasing pileup requires continual development of the high level software based trigger to ensure the trigger system is robust against the pileup conditions of the upgraded LHC luminosities. The computing & software must be also be developed to cope with the increasing pileup and to take advantage of evolving computing technology such as multi-core processors and GPUs.	Comment by Craig Buttar: Ie at thresholds that we want to operate at for physics.
The Phase-I Letter of Intent was submitted to the LHCC in March this year. It was well received and endorsed by the LHCC. The collaboration will now proceed to present its plans to the Resource Review Board (RRB) and Funding Agencies (FAs), and with the preparation of detailed Technical Design Reviews (TDRs) and associated Memoranda of Understanding (MoUs) for each Phase-I upgrade. The TDRs and MoUs are expected to be ready for approval in 2013/14. It is this timescale that has led us to request funding for the whole of the six year construction period for the Phase-I upgrades (2013-2019): L1 calorimeter trigger, high level trigger and computing & software. 
The Phase-II letter of intent is in preparation and will be submitted to the LHCC in March 2013. Following this it is expected that the TDRs and associated MoUs will be prepared for approval in 2015/16. In this proposal funds for a three year programme (2013-2016) to complete Phase-II R&D and prepare the TDRs are being requested.
[bookmark: _Toc201754564]ATLAS Upgrade organisation
The ATLAS Upgrade programme is managed by the Upgrade Steering Committee (USC), with membership including project leaders from both the upgrade and the current ATLAS subsystems and chaired by the Upgrade coordinator, who reports to ATLAS management. The ATLAS Technical Co-ordination works through the Upgrade Project Office  (PO) to ensure that the Upgrade projects are compatible with current ATLAS and to develop detailed schedules for installation and maintenance. A dedicated Upgrade Advisory Board (UAB) has been set up to liaise with funding agencies and identify and obtain funding for the Upgrade. The Phase-I upgrade is coordinated by the Phase-I subcommittee and the Phase-II tracker upgrade is coordinated by the Inner Tracker subcommittee (ITk-SC).
The UK is well represented within the international ATLAS organization: Phil Allport is the Upgrade coordinator, Norman Gee is the TDAQ Upgrade coordinator, and Craig Buttar is co-editor Phase-II Upgrade LoI and Mark Thomson and Roger Jones are editors of the TDAQ and Computing & Software chapters, respectively. Nikos Konstaninidis is Co-convenor of the Phase-I Subcommittee and UK holds a number of key positions within the ITK-SC: Tony Weidberg co-convenes electronics working group, Tony Affolder co-convenes the module working group, Georg Viehhauser co-convenes the integration working group and Richard Nickerson co-convenes the Local support working group
[bookmark: _Toc201754565] The ATLAS-UK Upgrade programme
The ATLAS experiment has been extremely successful in exploiting the excellent performance of the LHC having already published over 150 papers covering all area of physics, primarily on the 2011 7TeV data, and with UK physicists playing leading roles in much of this work. This leadership in the physics is built on strong leadership during the construction of ATLAS. The UK led the conception and construction of the silicon strip tracker (SCT) and the level 1 calorimeter trigger (L1Calo), and the development and operation of the high level trigger (HLT) and computing & software. 
The UK contributions to the Phase-I upgrades focus on the development of the level 1 calorimeter trigger, the high level trigger and computing & software, and for Phase-II focuses on the construction and commissioning of a new all silicon based tracker and implementing a L1 track trigger, as well as further upgrades to the L1 calorimeter, high level trigger and computing & software. As described above, ATLAS-UK provides leadership across all these areas within the Upgrade programme thanks to significant investment by STFC.
[bookmark: _Toc201754566]This proposal.
The physics case for the luminosity upgrade and the related performance issues are given in section 5. The proposed programme of R&D for the tracker is presented in section 6. The trigger  and computing & software upgrades and are described in section 7 and section 8 respectively. The management structure of ATLAS-UK is presented in section B. The individual projects have not been split into Phase-I and Phase-II as the L1 track trigger R&D proposal sits naturally in the trigger section.  
[bookmark: _Toc201754567][bookmark: _Ref201754696]Physics Motivation
Due to the very successful operation of the ATLAS experiment, together with the LHC at CERN, the currently recorded data has already allowed for major improvements in our understanding of nature, at the smallest length scales as well as largest energies.  The ATLAS data set recorded until the end of 2011 has been analysed with respect to a large number of different physics phenomena and the ATLAS experiment has continued during 2012 to produce high quality data, within the new environment of the 8 TeV proton collisions and is expected to record a final dataset of 15-20fb-1. ATLAS-UK academics, postdocs and students provide the main scientific drive and effort behind many of the published and ongoing ATLAS analyses. UK physicists have led and continue to lead analyses in the Standard Model, B-physics, Top physics, Higgs, Supersymmetry and Exotics groups, providing 7 physics group co-conveners, 15 subgroup conveners, 32 editorial board chairs, 92 paper editors and 69 public note editors since Jan 2010.
[bookmark: _Toc201754568]Current ATLAS Physics Results
· A large focus of the initial ATLAS data analysis has been on the search for a Standard Model (SM) like Higgs particle, to explain the electroweak symmetry breaking (EWSB) in the SM. The full 2011 data set has been analysed in all the predicted SM decay channels and the first results translate into a remaining allowed mass range of 115.5 to 131 GeV, at 95% confidence level. 

· In addition, the combined results of Higgs searches from the two general purpose LHC experiments, ATLAS and CMS, show indications of a Higgs signal, with a combined global significance of 2.3 standard deviations, disfavouring the no-Higgs or background-only hypothesis. The signal indicated is consistent with predictions by the Higgs mechanism together with EW precision measurements and the 2012 data set is expected to be sufficient to either confirm this indication of a Higgs signal or exclude the remaining possible mass range. 

· Using the full 2011 data set a large number of new physics scenarios have been investigated, addressing problematic aspects of the SM, for example related to the hierarchy problem, dark matter, quantum gravity, compositeness and extra dimensions. In the absence of any significant indications of a signal in the results published so far, exclusion limits have been produced which exclude new particles often up to masses of about 1 TeV. These limits are dominantly statistically limited and are expected to be significantly enhanced with the 2012 dataset.

· Already with the very small data set collected in 2010, the LHC and the ATLAS experiment started to probe SM physics at energies never studied before. Within the area of strongly interacting processes (QCD) many studies related to proton-proton collisions were possible with the first collisions, including studies related to diffractive processes, the so-called underlying event and minimum-bias events. Understanding the soft components of proton-proton interactions at the LHC energies is a necessity for the analysis of the interesting and much rarer hard scattering processes, and is critical to evaluate the impact from the large number of simultaneous collisions (pile-up) occurring at high luminosity.

· With the full 2011 data set the early SM analyses were extended to measurements related to jet physics, allowing for many differential measurements both at energies and for jet-multiplicities reaching far beyond previously existing results. In the area of electroweak physics, many measurements have been made of gauge boson production, inclusively or together with jets. The production of heavy flavour particles has been measured, including in association with gauge bosons, and a number of measurements, of the top quark cross sections and particle properties have already been possible. These precision measurements of Standard Model physics provide the foundations for further searches for new particles and phenomena, since they represent the backgrounds to such processes. Searching for deviations of these precision measurements from the predictions of the standard model provides a model independent search for new physics processes.
The physics programme will continue to focus on the clarification of the current hints of a Higgs candidate and if these hints are confirmed, the measurement of its properties. Whatever the outcome, studying the underlying model of electroweak symmetry breaking and searching for signatures of physics at higher mass scales remains critical.
[bookmark: _Toc201754569]The LHC Physics programme
Despite the fact that both ATLAS and the LHC have performed beyond expectations, a total data set of about 20fb-1 is still only a small fraction of the luminosity target for LHC Phase-0: 50-100 fb-1 at 14 TeV collision energy. As described below, much will be achieved in Phase-0. However, continued running with a constant design luminosity will reduce the additional statistical gain for each year and an increase in the LHC luminosity upgrade is required to significantly improve the physics reach beyond Phase-0. At a hadron collider the constituent quarks and gluons carry only a fraction of the colliding protons momenta. The highest energy collisions are therefore rare, and an increase in luminosity has the effect not just of probing rare processes but also of extending the effective kinematic reach to higher energies. In addition, experience from the experiments both at the LHC and at previous colliders has shown that access to larger data sets has also allowed for improved understanding of systematic uncertainties, for example from better statistics in control data samples, contributing to a higher final precision than would be possible from an increased number of collisions of interest alone. 
The main physics objectives associated with an LHC luminosity upgrade can be summarized as follows,
· LHC Phase-0: 50-100fb-1 delivered 
· Confirm discovery of, or reject, the hypothesis of a SM like Higgs boson at mH ~ 125 GeV. 
· Explore the main signatures of new physics in proton-proton collisions. 
· Make precision measurements of SM physics at TeV energies.

· LHC Phase-I: 300-400fb-1 delivered
· In the scenario of a low mass Higgs-like signal discovery, measure its main properties, such as mass, spin and branching ratios of the leading decay channels. 
· Extend searches for new physics to higher masses, to processes involving weak interactions, and to complex decay modes.
· Precise measurements of SM parameters, such as top quark properties and QCD parameters at high energy scales.

· LHC Phase-II: 2500-3000fb-1 delivered 
· In the scenario of a Higgs-like signal discovery, map out the details of the EWSB by also measuring the rare Higgs decay channels as well as the Higgs self couplings.
· Extend particle mass reach of searches for new physics, in addition to further gain with respect to weak processes and difficult decay modes.
· Explore possibility of additional heavier Higgs bosons, e.g. as predicted by SUSY.
· Measure EW interactions at high energies, using processes with multi boson final states.
· In the scenario of a discovery of new particles or phenomena in Phase-I, measurements of the properties of the new particle(s).
The physics programme is discussed in more detail below.
In order for the high luminosity to provide the intended advantages, it is however crucial to maintain the trigger and analysis capabilities, even in the high luminosity environment with very large interaction rates. The following sections address these aspects together with the improved physics capabilities related to the phase-I and phase-II upgrades in more detail. All results below assume a collision energy of 14 TeV, unless stated otherwise.
[bookmark: _Toc201754570]Higgs Physics and Electroweak Symmetry Breaking
As has been described, the initial results from the two LHC experiments ATLAS and CMS provide a first indication of a Higgs like deviation from the pure background expectation and it is anticipated that the 2012 data set will either confirm a Higgs like signal at low mass or exclude the remaining low mass range. Assuming the low mass Higgs signal is confirmed by the end of 2012, high luminosity will be critical in order to determine the properties of the particle, to determine if it is a Standard Model Higgs particle or if it is associated with more exotic models. If a low mass Higgs is excluded then it will be essential to search for signatures of alternative EWSB models.
[bookmark: _Toc201754571]Higgs Physics at High Luminosity
The main objective of the phase-I upgrade, if a Higgs signal is discovered, will be to start the characterisation of the signal with respect to the main Higgs properties predicted by the SM. Potential decay channels of interest include Hγγ, HWW, HZZ, associated production W/Z Hbb, ttH, and vector boson fusion (VBF) Hbb and H ττ.
Both higher luminosity and detector upgrades will be required to achieve the precision required for such measurements. The foreseen trigger upgrades [] will maintain the trigger acceptance as the luminosity increases. This will be crucial to ensure that ATLAS can efficiently record large samples of the individual Higgs channels. Good tracking and b-tagging capability [] will also be necessary to ensure good electron/photon, muon and heavy flavour identification. 	Comment by Steve Lloyd: 	Comment by Ellie Dobson: reference to this in det chapter if it exists	Comment by Steve Lloyd: Reference?
As is demonstrated in Table 1, observation of the Higgs in the channels under consideration should be possible at the LHC, but will be limited by the available statistics, and thus provide a solid motivation for a luminosity upgrade.
	Higgs Production Channel and Decay
	Cross section [pb]
	Branching ratio
	Events /fb-1
	Significance before upgrade (30fb-1)	Comment by Windows User: How does this map to the phases of the upgrade? It’s 14 rather than 8 TeV, I see.

	ggHγγ
	53
	0.002
	20
	8

	VBF(Hττ)
	4.4
	0.07
	2
	6

	VBF(Hbb)
	4.4
	0.7
	1
	3

	WH/ZH (Hbb)
	1.7/1.0
	0.7
	5
	5

	Trilinear coupling?	Comment by Craig Buttar: I will fill in numbers from Cristina
	
	
	
	


Table 2: Summary of signal yields and for various SM Higgs channels at √s=14 TeV and mH= 120 GeV, for the phase I and II upgrade. Taken from [AtlLoi11].
It is possible to make model-independent measurements by considering relative couplings.  One channel that appears particularly promising in such measurements is gg->H->γγ. For example, the measurement of this process, which would benefit in precision achieved using the proposed calorimeter trigger upgrade [], can be used to extract an indirect measurement of the decay width Γ HWW. Associated production of this same mode, ttH, may yield a measurement of the Htt coupling. Similarly, VBF and Z/W H processes may be used to extract a precise measurement of ΓHττ /ΓHWW and ΓHττ /ΓHbb. [AtlLoi11]. 	Comment by Craig Buttar: Why are the other measurements not model-independent? 	Comment by Ellie Dobson: Reference det chapter
Such studies would become accessible at the phase-I upgrade, and would be significantly enhanced with the phase-II upgrade, as may be seen in Figure 1 shows that at low mass values (~125 GeV), the ratios of the Higgs, ΓW/ΓZ and ΓW/Γt, should be measured with precisions of about 10% in the case of a phase-II upgrade. This implies improvements of up to a factor 2 compared to the precision possible with the phase-I luminosity [Gia05]. 
[image: Macintosh HD:Users:edobson:Desktop:Untitled.png]
[bookmark: _Ref201755240]Figure 1: (Left) Expected uncertainties on the measured ratios of the Higgs boson widths to final states involving bosons only and (Right) bosons and fermions, as a function of the Higgs mass. Closed symbols: two experiments and 300 fb−1 per experiment (phase-I upgrade); open symbols: two experiments and 3000 fb−1 per experiment (phase-II upgrade). Direct and indirect measurements have been included (see text). Taken from [Gia05].
Assuming discovery of a Higgs boson of mass MH=~125 GeV, the H->γγ decay channel can potentially yield a first measurement of its spin in the phase-I upgrade, by studying the angular distributions of the photons [Kum11, Ell12]. A similar study of the H->ZZ* decay may allow an extraction of the Higgs CP properties [Goa10, Der10].  
One of the main objectives of the phase-II upgrade will be to search for rare Higgs boson decays. Observation of rare Higgs decay modes will extend the information available on the Higgs couplings. An example of a study that will only become accessible in the proposed upgrade is H->Zγ, which has too small a cross section to be observed otherwise. This is currently predicted [Gia05] to yield 3.5σ significance at the phase-I upgrade, and observation at the 11σ level with a phase-II upgrade in luminosity. Another such rare decay mode is H->μ+μ-, with a cross section of 3 fb. This is currently predicted to yield 3.5σ observation at the LHC design luminosity, and 5σ evidence or larger with a phase-I upgrade in luminosity. 
A complete determination of the set of SM parameters requires the measurements of the Higgs self-couplings. In the SM, the quadratic and quartic couplings control the shape of the Higgs potential, and are therefore an essential step in establishing the Higgs mechanism. A direct measurement of such couplings can be performed via the detection of Higgs pair production, dominantly produced by gluon-gluon fusion [Gia05]. The extremely low production rates of such processes imply that the observation of such processes is only potentially possible at Phase-II luminosities.
[bookmark: _Toc201754572]Alternative Scenarios of Electroweak Symmetry Breaking
If a SM Higgs particle is excluded in 2012, the theoretical SM description of particle physics has severe problems and the nature of EWSB is different to the explanation provided by the SM Higgs mechanism. The focus will then shift to searches for processes such as electroweak vector boson (V = W, Z or ) scattering, which in the SM have unphysical cross sections at high energies in the absence of the Higgs boson.. If the SM-Higgs particle is not discovered at the LHC then the measurement of longitudinally polarised W boson (WLWL) scattering will be particularly important.  It is predicted that, without the Higgs boson, WLWL scattering will violate unitarity at mWW>1.2 TeV, and therefore some new physics must emerge before then [But02]. 
      [image: ][image: ]
[bookmark: _Ref201755331]Figure 2: Predicted cross sections for VV scattering, (Left) with a SM Higgs boson with mH=120 GeV and (Right) no Higgs boson, where the cross sections have been regularised using a K-matrix model.  Taken from [Alb08].
As illustrated in Error! Reference source not found. for the case of quartic VVVV processes, alternative scenarios to the SM Higgs mechanism predict different structures of the cross section as a function of the final state di-boson mass. Using phase-I luminosity (100 fb-1), it will be possible to search for any intermediate resonances, including the SM-Higgs boson and any non-SM model resonances in mvv up to ~1.1 TeV [Alb08].  Phase-II luminosity (1000 fb-1), will provide sensitivity to mVV up to ~3 TeV.  Precise measurements of the cross sections as a function of mVV can be made and used to extract measurements of quartic gauge couplings for WWWW, WWZZ and WW. Error! Reference source not found. illustrates the difference in event yield for a 1.5TeV WZ resonance in the leptonic decay channel for Phase-I and Phase-II luminosities. Even if a light SM-like Higgs boson is discovered and its branching ratios measured we will not know that it really is the Higgs boson until we have measured VV scattering at high energy and confirmed that the Higgs does indeed control the cross section at high energy. Such studies will also be important to check if alternative theoretical mechanisms of symmetry breaking are excluded, or are responsible in the absence of a light Higgs. In either case the upgrade is necessary and efficient lepton triggering is vital for many of these studies.
[image: ]	Comment by Victoria Martin: Not great quality figure.
[bookmark: _Ref201755350]Figure 3: Expected signal and background for a 1.5 TeV WZ resonance in the leptonic decay channel with 300fb-1 (left) and 3000fb-1 (right).  Note the different in the vertical axis scale.


[bookmark: _Toc201754573]Direct Searches for New Physics
Regardless of the results of the search for the low mass Higgs boson the Standard Model remains incomplete and there is expected to be new physics within the TeV mass range. The most popular extension beyond the Standard Model is Supersymmetry but there are many others that are loosely referred to as “exotic”. The ATLAS experiment is of course designed to discover all new phenomena within the LHC energy range regardless of whether a specific model exists today.
[bookmark: _Toc201754574]Supersymmetry searches
Supersymmetry (SUSY) is one of the most persuasive extensions of the Standard Model at the electroweak scale. One of the strongest arguments for the presence of SUSY at a weak scale is that it allows light Higgs bosons without having to rely on a non-natural fine tuning of the parameters of the theory in the presence of heavier scales, such as the Plank scale. If so-called R-parity is conserved, all SUSY particles decay to the lightest SUSY particle (LSP), which is not detected and provides a possible Dark Matter candidate. Therefore the signature of gluinos or squarks production is the presence in the events of multiple jets, leptons and missing transverse momentum. It is expected that SUSY partners of the top quark, Higgs bosons as well as gluino should have masses not significantly larger than a TeV, making them accessible at the LHC. This range is consistent with those expected for Grand Unification, cold dark matter, a sizeable SUSY contribution to g-2 [Bro01, Cza01], plus a variety of other constraints [Ell01, Eve01, Bae01, Mar01, Fen01].
Current ATLAS results on SUSY searches with L ~ 5 fb-1 have so far placed ~TeV bounds on the masses of the gluino and the squarks of the first two generations. Naturalness foresees third generation scalar bottom and top quarks, below the TeV range. Due to the very low cross section (few fb for 1 TeV sbottom/stop at 14 TeV), large datasets are required to find 3rd generation squarks, and only limited sensitivity has been achieved so far. Moreover, all the limits obtained are only valid with particular assumptions about the scale of the unification or masses of other SUSY particles. It is therefore crucial for the Beyond the Standard Model programme in ATLAS that these searches are extended to much higher integrated luminosities and hence to much wider parameter sets.. 
Several analyses leading to an improved SUSY reach at ATLAS can be considered only in the scenario of an upgraded LHC, assuming a total integrated luminosity between a few hundred (Phase-I upgrade) to a few thousand fb-1 (Phase-II upgrade):
· 
Searches for SUSY final states with jets and missing momentum at larger values of , i.e. the mass of the hard scattering process. The analysis of these final states will be possible due to the increased parton-parton luminosity at the highest energies. Preliminary studies show that an increase in integrated luminosity from 100 fb-1 to 1000 fb-1 would result in an increase in the mass reach for squarks and gluinos by ~500 GeV [Gia05].
· 





Search for stop squarks in the mass range ~1 TeV. Since the various decay modes (especially the most sensitive ones, , , ) are very much dependent on the parameters of the model, the analysis has to be done in a variety of channels. In some cases (e.g. the loop-dominated  decay in the very compressed scenario, or those cases in which the stop mass is close to the mass of the gauginos) the dominant decay chain will be difficult to separate from the SM background. It is therefore likely that the Phase-I searches will not be able to cover all possible scenarios. Especially when sub-dominant low-statistic processes will have to be studied, the analysis would require several hundred inverse femtobarn. Such processes include, for example, three or four body decays [Djo01] as well as associated production of with quarks [Bor01].
· Search for same-sign di-lepton pairs. These processes are very rare in the SM, but common in SUSY. The sensitivity to these events grows linearly with additional luminosity and requires efficient leptonic triggers over a wide range of transverse momenta (pT).
· 
Search for direct selectron and smuon production (), for slepton masses up to ~300 GeV [Lyt04], see Error! Reference source not found. (left).
In the event of a SUSY discovery in any of these channels, each of these will provide complementary information about the mass, spin and coupling of the SUSY particles.





A crucial point for these searches is to be able to trigger on isolated electrons and muons. The momentum scale of the final state leptons will depend on the masses of the charginos (), neutralinos and sleptons. This can be calculated to be of the order of  for two body decays like  and for three-body decays such as. Any increase in the electron or muon trigger thresholds with respect to those currently used in ATLAS will lead to a corresponding reduction in the parameter space of the SUSY model to which the experiment is sensitive. 
Also in the case of SUSY cascade production from strongly interacting particles, leptonic triggers play a crucial role, and their thresholds should be maintained as low as possible. For example, Error! Reference source not found.(right) shows the effect of changes in the lepton threshold for a specific cascade decay. One of the current SUSY searches in ATLAS using single-leptonic triggers [AtlS1l12] shows that an increase in the trigger threshold on leptons will result in a significant loss in the signal acceptance, especially for models with small gluino-neutralino mass difference. This would be true for all ‘compressed’ spectra, where the mass difference between the sparticles are small. 
In the case of searches for 3rd generation sparticles, b-tagging will also be of central importance to very many analyses. Maintaining low occupancy in precision detectors in the presence of pile-up is a key requirement for b-tagging. Studies currently in progress will confirm the extent to which the reduction in the sizes of the individual active elements (e.g. strips) in the hardware upgrade can lessen the effects of pile-up, thus maintain efficient b-jet tagging whilst retaining high rejection against other jets.
           [image: Macintosh HD:Users:fab:Documents:Public:ATLAS:UK Upgrade Proposal:All_figures_LoI_v50:Chapter_9:9.3L.pdf][image: Macintosh HD:Users:fab:Documents:Public:ATLAS:UK Upgrade Proposal:All_figures_LoI_v50:Chapter_9:9.3R.pdf]


Figure 4: Left: Luminosity required to obtain a significant spin-discrimination in . Right: Ratio of the product of acceptance (A) and efficiency (e) for two different offline electron pT thresholds: 35 GeV relative to 25 GeV. The SUSY sample used in this example is a simplified SUSY model in which each of the two gluinos decays to .
[bookmark: _Toc201754575]Heavy Higgs boson searches in SUSY
The physics potential of discovering SUSY Higgs bosons decaying into SM particles has been studied in [Gia05] and is summarized in Error! Reference source not found., in the plane defined by the parameters tan and mA. In the case of 300 fb-1 of data collected per LHC experiment after the Phase-I upgrade, with results from both experiment combined, it is expected that the LHC should be able to discover two or more SUSY Higgs bosons, except in a region of large mA. In this region, only the lightest Higgs boson (h) can be observed, unless the heavier ones (H, A, H) have detectable modes into SUSY particles.	Comment by Steve Lloyd: What does this mean? h?
[image: ]
Figure 5: Regions of the SUSY parameter space where Higgs bosons decaying to SM particles can be discovered at  5 at the LHC, for a total integrated luminosity of 300 fb-1 per experiment (Phase-I upgrade) and both experiment combined. In the region to the left of the rightmost contour, at least two Higgs bosons can be discovered for 3000 fb-1 integrated luminosity per experiment (and both experiments combined).
The observation of sparticles will clearly indicate that additional Higgs bosons should exist. Error! Reference source not found. also shows that the luminosity increase per experiment foreseen after the phase-II of the LHC upgrade should be able to extend significantly the region over which at least one heavy Higgs boson can be discovered (at  5in addition to the light Higgs (h), covering almost all the parameter space of the SUSY Higgs spectrum.
[bookmark: _Toc201754576]Searches for “exotic” signatures of new physics
Theoretical models that predict the existence of large extra-dimensions (ED) have recently attracted a lot of interest. These models aim to solve the hierarchy problem by allowing the gravity scale to be close to the electroweak scale. They predict the existence of new phenomena in the TeV range, and ATLAS-UK is at the forefront of the searches that are currently ongoing in ATLAS (see [AtlEtb12, AtlECl11, AtlEed11, AtlEbh11]). One of the possible signals expected from large extra dimensions is the production of jets or photons in association with missing transverse momentum. It has been shown [Azu02] that an increase in the luminosity of the LHC by a factor of 10 will translate directly into an increase in the reach of Exotics analyses on the parameters of the model (for example, the number of extra dimensions  and scale MD) by approximately 30%. Such observations would prove essential to understand the dynamics of the underlying theory.
In the ED scenario proposed by Randall and Sundrum [Ran99], Kaluza-Klein (KK) resonances are predicted with both weak scale masses and couplings to matter. In the case of just one ED, the Randall-Sandrum (RS) model has two independent parameters, the mass of the KK state (m1) and the parameter c, which is related to the curvature of the 5-dimensional space and the effective Plank scale. Direct production of RS resonances, in particular when followed by di-lepton decays (e.g.: pp  G  l+l-) could be observed with 100 to 1000 fb-1 of data at the LHC, and their properties measured in order to distinguish them from new gauge boson production (e.g. Z’) [All00]. Error! Reference source not found. (left) summarizes the 95% CL exclusion limits in the (m1, c) parameter space, showing that at 1000 fb-1 of integrated luminosity the reach for these resonances should be extended with respect to the LHC by almost 1 TeV.



The presence of these new gauge bosons is also one of the main features predicted in these attractive models, and searches for these new particles are well under way at ATLAS [AltEzp12]. For example, EW precision data implies that for one of the most popular RS ED models, addressing mH naturalness as well as the fermion mass hierarchy, the first new resonance (heavy gluon) would appear at 3-4 TeV followed by a graviton resonance at 4-6 TeV [Aga03]. In both cases the main signature will be a resonance in the invariant mass spectrum of Top quark pairs [Aga08, Lil07] and the first resonance is just around the expected reach of nominal LHC and an upgrade would be important both to secure this discovery and to confirm the model through the observation of additional resonances. In addition, in the case of leptonic decays of the new bosons (e.g. ), it can also be seen that a factor of 10 increase in the luminosity of the LHC can directly be translated into an increase in the Z’ mass reach, from ~5.3 TeV (for a few hundreds of fb-1 luminosity at the LHC) to ~6.5TeV (for a few thousands of fb-1), Error! Reference source not found. (right) [Azu02, Gia05]. This is also true for the searches that are underway for excited quarks; in the case of and  decays, for example, it is expected that a factor 10 increase in luminosity will result in an increase of about 4 TeV in the mass reach [Azu02]. 
Whatever the particular model of new physics, because of the shape of the parton distribution functions, the mass reach at the energy frontier will increase with increasing luminosity.
                   
  [image: ]       [image: ]

Figure 6: Left: 95% CL limits in the plane (m1, c) for Randall-Sundrum graviton resonances decaying into electron or muon pairs. Here M5 is the 5-dim Plank scale, R5 is the 5-dimensional curvature invariant and  is the inverse coupling strength of the KK gravitons. The dashed line and full line show the LHC potential for integrated luminosities of 10 fb-1 and 100 fb-1 (Phase-I upgrade), the dotted line shows the potential of the LHC with 1000 fb-1(Phase-II upgrade). Right: Expected number of  events in both LHC experiments for integrated luminosities of 300 fb-1 and 3000 fb-1 per experiment.
[bookmark: _Toc201754577]Standard Model Measurements at TeV Energies
SM processes will provide significant backgrounds to the searches for Higgs boson(s) and New Physics discussed above and therefore must be well understood and precisely measured.  Furthermore the ATLAS upgrade can make measurements of Electroweak and QCD in unexplored regions of phase space, provide input for model-independent searches for new physics and make contributions to top quark and flavour physics. Again this motivates the need for precision measurements of these signals, particularly of rare processes. 
In the event where the only discovery at the LHC is the SM-like Higgs boson, it will be essential to have measurements of all SM parameters, in order to examine the detailed consistency of the model. To date precise measurements of the top quark mass, and of W and Z-boson masses and decays have been made, and many of these measurements will be improved by data from the LHC [Pdg10, AtlCsc09]. However, the fundamental structure of the SM also makes precise predictions for the allowed interactions between the gauge bosons themselves. Triple gauge couplings (involving three bosons) and quartic gauge couplings (involving four bosons) are predicted, however, so-called higher dimensional couplings are forbidden as they spoil the renormalisability of the SM. Any measurement of non-zero higher dimensional couplings would indicate that the SM is only an effective theory. It is therefore clear that precise measurements, or placing limits on, gauge couplings is a key part of the physics programme for the ATLAS upgrade.
[bookmark: _Toc201754578]Electroweak Physics
Diboson and triboson production of W, Z and  are sensitive to the triple and quartic gauge couplings.  Any anomalous contribution in the diboson and triboson final states can be parameterised in terms of triple and quartic boson couplings. In this approach the SM is considered the lowest order term in an effective expansion of a more complete very high-energy theory. The energy scale of this new physics is traditionally denoted . Measurements from phase-I of the upgrade (100 fb-1) should be able to set 95% CL limits on the strength of the anomalous couplings of around 10-2 for =10 TeV [Hay00].
As discussed above, the high energy behaviour of electroweak interactions is an important test of the SM model with a close connection to the mechanism of EWSB. The production of multiple W and Z bosons, followed by leptonic decays, provide clean processes for such studies, however, they are limited by the luminosity due to the low production rate caused by the weak interactions. Preliminary studies [Gia05] have shown that even with a low mass Higgs (120 GeV), which implies lower rates, several such studies should be possible assuming a phase-II luminosity upgrade. In this case, the number of selected events from WWW and WWZ production should be more than 1000 and about 500 respectively. In addition, from a phase-II upgrade the, , fusion process should result in several hundred events passing the selection and even WZZ production should yield 10 to 20 events. This was estimated under the assumption that the multiple (3, 4 and 5) lepton selections are possible with a pT requirement as low as 20 GeV. 
[bookmark: _Toc201754579]Top Quark Physics
The large value of the top quark mass, compared to all the other fundamental fermions, means that it plays a key role in proving consistency, through the EWSB, of the SM.  The luminosities provided by the ATLAS upgrade will allow more precise measurements of the top quark mass, and facilitate searches for flavour changing neutral currents (FCNC).
A very clean determination of the top quark mass can be made using final states which include Wl and J/l+l- decays, which accounts for only 5  104 of top quark final states.  The luminosity provided by the phase-I upgrade will allow a determination of the top quark mass through this channel alone to  0.5 GeV [Cms01].  
FCNC from top decays can be observed through tq and tqZ, where q is c or u. In the Standard Model FCNC are suppressed and the branching ratios of these processes are predicted to be <10  10-10.  An analysis of the data taken in phase-I of the upgrade (100 fb-1) will be sensitive to branching ratios of 10-5, and therefore provide a powerful test of the flavour sector of the Standard Model.
[bookmark: _Toc201754580]Heavy Flavour Physics
The excellent tracking combined with the multi-lepton triggers in ATLAS provide great potential for heavy flavour physics at high luminosity with multiple leptons in the final state. Several benchmark channels have been considered. 
ATLAS will continue studies of CP violation using Bs → J/ψφ events [BPhys1, BPhys2] at high luminosity. Studies with the current data show that with an adaptive strategy using dedicated B-triggers optimized for the Bs → J/ψφ, the statistical sensitivity can improve almost linearly with specific luminosity. Importantly, we have shown that the ATLAS precision on the Bs → J/ψφ time measurement has not been affected by increasing pile-up and is significantly improved with increasing trigger threshold.  Pre data-taking studies of the uncertainty on φs have been confirmed with real data.  The high luminosity upgrades will allow a precision to allow an observation of the Standard Model expected level of CP violation and below. 
Bs/d→ μμ(X) decays have also been studied, but not optimized, at high luminosities. The di-muon signal reconstruction in both the High Level Trigger and in the offline reconstruction remains robust at high instantaneous luminosity. The searches for rare B-decay channels will be strengthened in the upgrade era by the new inner detector, which will improve the tracking and in particular the vertex resolution. The trigger and tracking upgrades will enhance the selection and recording of these rare decays. We will also measure the ratio (Bs→ μμ)/(Bd→ μμ), and will include other rare decay channels such as Bs→ μμγ and Bs→ μμπ0 that along with the purely muonic channels constrain the theoretical models. 
ATLAS has studied the decay τ → μμμ using τ leptons. These measurements do not become competitive until ~100fb-1 have been collected, but provide a useful further benchmark for the performance for low-pT multi-lepton signatures
[bookmark: _Toc201754581]QCD Physics
High luminosity will also allow exploration of the QCD sector of the Standard Model to never-before accessible areas of phase space.   
Measuring the production of V+jets provides a very clean test of QCD in the high-energy regime (where perturbative techniques can be used) and in particular for the ratio of different bosons processes, as many systematic effects cancel. While current ratio measurements use up to four jets, the luminosities provided by the ATLAS upgrade should allow measurements to be made with up to 8 or 9 jets, probing regions of phase space never measured before.  The analysis can be used to directly test the SM, but also to look for new physics in a robust and model-independent way.
The fundamental processes at the LHC are due to the collisions of the fundamental partonic elements (quarks, anti-quarks and gluons) of the protons.  Parton density functions (pdfs) describe the probability density for finding a parton within a proton with a given longitudinal momentum fraction x at momentum transfer Q2.  With the large statistic samples of W+jets, Z+jets and top quark + light jets obtained it will be possible to measure accurately for the first time the gluon contribution to proton pdfs at high-x and high Q2.
The strong coupling constant S changes as a function of momentum transferred, Q2.  The evolution of S is described by the symmetry structure of QCD and is well predicted theoretically [Pdg10]. A series of measurements of S at Q2 < 2MW2 confirm this evolution, however very little experimental evidence exists for Q2 > ~200 GeV. High luminosity measurements of hadronic decays of boosted W and Z-bosons and top quarks, where the initial objects have pT>200 GeV, will allow measurements of S to be made at much higher Q2.
[bookmark: _Toc201754582][bookmark: _Ref201756275][bookmark: _Ref201756310]Performance Requirements 
The possibilities provided by a luminosity upgrade, however, depend critically on the detector performance meeting the requirements of the physics processes of interest.
In order for several of the key analyses discussed to be possible, it will be necessary to trigger and select events based on relatively low pT leptons as well as photons. Many of these studies will also depend on selection strategies based on only one lepton. These include, for example, W production or production of top quarks, decaying leptonically through a W, both of which occur frequently in the physics processes of interest. In most of these cases the trigger must achieve high efficiency for lepton pT values well below, mW/2 ~ 40 GeV, where thresholds above 20 GeV usually start to cause significant acceptance loss of the process. It was also shown, within the context of SUSY, that interesting new physics scenarios will depend on the ability to select events with single, low pT, leptons and that an increased trigger threshold from 25 GeV to 35 GeV will reduce the signal yield significantly in important parameter regions. This implies a serious challenge for the ATLAS trigger system, which is demonstrated in Error! Reference source not found. (left). As shown by the figure, the Level-1 trigger thresholds of the current system, here for non-isolated EM objects, required to maintain an acceptable, 20kHz, output rate, increase rapidly with luminosity and thresholds around 20 GeV will be difficult to achieve even at nominal LHC conditions. In the case of multi-object triggers, e.g. used in multiple-gauge boson analysis, the rate will generally not be as critical, however, there are some cases. One example is the Higgs search, where due to the small signal it will be necessary to use all the available signal acceptance, which in turn requires di-photon triggers with very low pT thresholds.
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[bookmark: _Ref201755779]Figure 7: (Left) EM thresholds required to limit the Level-1 EM trigger rate to 20kHz as a function of instantaneous luminosity. The different curves correspond to different levels of noise suppression thresholds. (Right) Rejection versus b-jet efficiency for proposed upgrade configurations and pileup conditions].
Another challenging area with respect to detector performance is the tracking capability, mainly due to the large event activity from overlapping proton collisions. As shown above, all physics categories are often related to the production of heavy flavour particles, e.g. since the heaviest particles have the strongest couplings to the Higgs, the most popular models of new physics often predict heavy flavour signatures due to their connection to EWSB and heavy flavour final states often correspond to the least studied SM processes. It will therefore be crucial to maintaining high performance for reconstructing heavy flavour decays, such as from t/b quarks or tau leptons, which in turn requires high tracking resolution. In addition, precise track reconstruction will be necessary in order to achieve the required momentum resolution, vertex reconstruction performance as well as pile-up corrections for reconstructed jets. 
The ability of the upgraded tracker to achieve the required performance depends on both the local detector elements and also on the way these are organized into the layout. The layout for the upgrade tracker is under development with most studies to date being based on the ‘UTOPIA’ layout. Figure 7 (right) shows the ability of this layout to tag b-jets in a high luminosity environment. One outcome is that the layout has been upgraded to the ‘Cartigny’ version described below, which will provide the performance required although this remains to be confirmed. Other measures studied to confirm the required performance can be achieved include the fake rate of primary vertices as a function of the pileup, shown in Figure 8 (left) below and the efficiency for trackfinding, shown for 5GeV pions as a function of eta for a number of pileup conditions in Figure 8 (right). 
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[bookmark: _Ref201756168]Figure 8: (Left) The fake rate of primary vertices as a function of the pileup and (Right) the efficiency for trackfinding, shown for 5GeV pions as a function of eta for a number of pileup conditions
The process of optimisation to achieve the required performance in the most cost-effective way is ongoing, but already the studies give high confidence that the upgraded tracker, which is the subject of the next section, will be capable of operation in the phase-II environment. The layout is coupled to the detailed work described below, but in many cases only weakly. For example, silicon sensor technology requirements are not much affected by the kinds of detailed considerations of layout still underway.
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[bookmark: _Toc201754584]Executive Summary of Tracker Proposal
The present inner detector for ATLAS has a limited lifetime. For the silicon-based parts of the ATLAS detector the limit is based on total radiation dose (fluence).  The gas based TRT outer tracker has a limit based on instantaneous luminosity because of very high occupancy. At the upgraded LHC, the segmentation of the existing detector will be inadequate given the increased track density; a finer segmentation is required to ensure that the pattern recognition remains efficient. A new inner tracker is proposed to replace the existing detector, due for surface testing at CERN in 2020/21 and installation in the 2021/22 shutdown. The requirements for the detector in terms of ability to find and measure tracks are largely unchanged from the existing detector, but the increased track density results in significant design changes. Figure 9 shows the ‘Cartingy’ layout, which is the baseline detector described in the ATLAS Phase-II Letter of Intent in preparation for the early 2013. This detector is designed to ensure there are always 14 hits on a track over the full eta range, that the hits are evenly spaced and that the last hit is at as high a radius as can be achieved. This will optimise the pattern recognition, track reconstruction and momentum resolution. Minimisation of material in the tracking volume remains a critical goal to ensure that the tracker does not compromise the calorimeter performance.
Precision tracking is also critical in achieving lepton identification, and for identifying both the primary and secondary vertices. Much of the physics is dependent on b-tagging which relies critically on the reconstruction of secondary vertices. The new layout reflects these needs, with an expanded pixel system relative to the existing detector to ensure continued excellence in b-tagging. The increased track density also argues in the direction of the expanded pixel detector in order to maintain the high efficiency in the pattern recognition. The outcome of studies of the ability of this detector to achieve the required performance were described briefly in section 5.6.
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[bookmark: _Ref327015980]Figure 9 ‘Cartigny Layout’. Strip detectors beyond r=0.4m. Pixels inside. The central region is organised as barrels and the forward as disks.
The physics case for an upgraded machine is already clear, though incomplete, with high luminosity essential either for the study of a low mass Higg’s coupling constants, or to measure the WW scattering cross-section: the principle goal of the LHC, explication of electro-weak symmetry breaking, now mandates high luminosity running. The detector being developed as part of the existing upgrade R&D programmes is suited to this, and other, goals. The ATLAS UK collaboration intends to bid for resources to manufacture a ~10% - 15% of the short-strip tracker for HLHC and the forward discs for the pixel tracker. The intent is also to play a major role in the inner radii modules.
Funding is requested in this proposal to enable completion of essential R&D, with the emphasis in the case of the strip detector being principally on development, coupled with preparation for the mass production process. With some prescience the PPRP elected not to recommend funding for the mass-production preparation element of the existing tracker upgrade programme, which proved appropriate because of internationally driven schedule delays. However, the schedule is now well established and this work must proceed in the phase for which funding is requested here.
[bookmark: _Toc201754585]Heritage
The groups bidding for funding to do the work described in the tracking sections of this document have a long history of success in building silicon tracking detectors. In particular there is a very large overlap with the current team and that which successfully built the existing silicon strip tracking detector in ATLAS. The ATLAS SCT is a large international project, which was, and is, led by UK team members. During the construction phase, the project leader and several of the sub-project leaders were from the current team, financial oversight was supplied by the UK. All four cylinders and half of the forward discs for the detector were assembled in the UK. Final assembly and installation at CERN was undertaken predominantly by UK personnel. Leadership and much of the detailed work for the DAQ for the detector has come from the UK. 
Amongst other things, the UK team designed sensors, modules and support structures; qualified modules and other components for radiation hardness, completed numerous FEA and fluid dynamical calculations; developed cooling systems, connectors, data transmission and clock and control distribution systems. The breadth of experience vested in the team is world leading and the proposed programme will exploit that for the next generation experiment and also serve to preserve the UK as an international leader in the field. 
The physics case for an upgraded machine is already clear, though incomplete, with high luminosity essential either for the study of a low mass Higg’s coupling constants, or to measure the WW scattering cross-section: the principle goal of the LHC, explication of electro-weak symmetry breaking, now mandates high luminosity running. The detector being developed as part of the existing upgrade R&D programmes is suited to this, and other, goals. The ATLAS UK collaboration intends to bid for resources to manufacture a ~10% - 15% of the short-strip tracker for HLHC and the forward discs for the pixel tracker.
Funding is requested in this proposal to enable completion of essential R&D, with the emphasis in the case of the strip detector being principally on development, coupled with preparation for the mass production process. With some prescience the PPRP elected not to recommend funding for the mass-production preparation element of the existing tracker upgrade programme, which proved appropriate because of internationally driven schedule delays. However, the schedule is now well established and this work must proceed in the phase for which funding is requested here.

[bookmark: _Toc201754586]Current R&D Project
The existing STFC supported R & D project into the tracking upgrade at ATLAS has resulted in major progress in understanding the requirements and technologies needed in the challenging Phase_II environment. One focus of the programme has been development of the short-strip region of the barrel inner detector upgrade. Many issues have been addressed, with the UK having major input into the international programme, and leading several of the working groups. For the strip tracker, the final major deliverables of the current programme will be a fully tested realistic thermo-mechanical prototype assembled in the UK and a first fully instrumented electrical prototype assembled as part of an international programme (STAVE250). The UK has leadership in several areas of the tracker upgrade, including strip-module, strip local support and tracker integration.  The work is described in detail in the reports to the oversight committee[footnoteRef:1], along with a significant number of the outcomes to date. One example would be selection of planar n-strip in float-zone p-type bulk (n-in-p FZ) sensors with p-stop isolation as the sensor technology for the strip sections of the ATLAS upgrade tracker, as first proposed and pioneered by UK institutes.  Devices were irradiated to more than twice the expected dose of the innermost short-strip layers and were shown to have a signal-to-noise larger than 20:1 in the strip barrel at the expected maximum operating voltage of 500 V. [1:  reference to oversight committee reports] 


The second major focus of work has been the pixel detector, for which the deliverables in the existing programme will include a fully functional pixel module using four FEI-4 chips and a prototype mechanical mini-disk. The UK is leading the international efforts on forward discs.
The UK has made a strategic decision to expand its expertise in silicon tracking into the pixel system. One success is that the UK has led the development and demonstration of the radiation hardness of planer n-in-p and 3D silicon sensors at HL-LHC fluences. The 3D programme culminated in the first large scale production of 3D sensors for the ATLAS IBL upgrade.
Other highlights of the programme have included successful co-curing of readout tapes and carbon fibre skins; full characterisation of thermal properties of relevant materials; fully operational short staves; successful short strip and quad-pixel sensor development; and a full-size service module mock-up. The most glaring omission in the programme has been a lack of development of the mass-manufacturing processes as this was not funded in the current project. It is vital that this work commence at the start of the programme for which funds are being requested here. Figure 10, Figure 11, and Figure 12 below illustrate some of the deliverables from the current programme.
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[bookmark: _Ref327016074]Figure 10 End of Barrel Services
 Mock-up

[image: DSCF3171.jpg]
[bookmark: _Ref327016183]Figure 11 TM Strip Stave

[image: Atlas Upgrade-1.png]
[bookmark: _Ref327016185]Figure 12 Strip Module with hybrids
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[bookmark: _Toc201754587] Short strip Programme
The next phase of the short-strip programme, which covers the period 1April 2013 to 31 March 2016, is a major component of this request for resources. The short strip tracker is based on a large area (0.12m2) composite double-sided detector element termed a ‘stave’, which is described below. The details of this object are the subject of intensive on-going development with a goal of producing the lowest mass stave possible. There has been some slippage in the international schedule and the time made available has proved to be essential in the drive to lower the mass for the system. A large fraction of the requested resources, and one of the major purposes of the programme proposed here, is to fully define the final stave using 130nm technology ASICs in the international arena, and the manufacture of the first production staves using mass-production tooling at the sites which will do the final assembly work. Developing an efficient and cost effective strategy for division of work amongst available sites will be one of the significant outcomes of the programme. As part of the programme both stavelets (short staves) and full sized prototypes will be further developed and evaluated.
At the end of the planned work ATLAS-UK will be in a position to start mass-manufacture of the final short-strip design, contingent only on the international situation. It is the goal that two clusters of institutes be formed, a northern cluster with Glasgow, Lancaster, Liverpool, Sheffield, and a southern cluster with Birmingham, Cambridge, Oxford, QMUL, RAL, UCL, as was done for the barrel and forward systems for the current ATLAS SCT. Each cluster will be capable of the full production process. This consists of taking sensors, FE ASICs, hybrids, supports and services and producing modules and then mounting these modules onto staves. Fully tested staves will then be sent to CERN for assembly into the barrel support structure. Two clusters are essential to ensure that the UK will be robust in meeting its production rate obligations and to provide cross-checks on quality control standards.
To reach these goals it will be necessary to take the existing R&D results and, in close collaboration with international colleagues, refine the prototype staves into an optimised, cost-effective, detailed design which is compatible with the other components of the upgraded inner detector and with realistic assembly scenarios. All the issues associated with integration, macro-support structures, alignment, radiation damage, power distribution and heat removal need to be fully resolved. These latter demand continued work on the services internal to the ID, and the full range of required activity is described in the following sections.
At the end of the programme, full scale pre-production short strip staves will have been manufactured at both production clusters, using all the final tooling and QA procedures. 
To aid clarity of purpose in this document, the work associated with the forward pixel programme is described below in a dedicated section, however because of the overlap between elements of the strip and pixel work the practical work-package breakdown is different. Work that has significant similarity between pixel and strips are gathered into the ‘Integration’ and ‘System test’ work-packages, exploiting synergies to produce the most efficient use of resources.

[bookmark: _Toc201754588]Pixel Programme
The goals of the ATLAS-UK pixel upgrade programme is to lead the development and construction of the forward pixel disk system and to play a leading role in the development and construction of the inner radii barrel layers. The pixel detector schedule is delayed relative to that for the strip detector because of the anticipated shorter time required for mass manufacture. During the the period 1April 2013 to 31 March 2016 the pixel programme will be focused on R&D with a smaller component of preparation for mass manufacture.
In current planning the forward region design is expected to consist of a number of annular disks at each end of the detector, with each disk supporting one or more rings of rectangular multi-chip modules. Development of the modules, mechanics and services for these discs is the major focus of the intended programme. This work will rely on significant expertise developed during the existing programme and in several areas will profit greatly from technologies developed for the strip tracker.
The inner radii barrel layers will need extremely radiation tolerant detectors, an area where the UK has world leading expertise. This will be employed to develop the inner radii modules and ancillary components.
At the end of the programme, prototype discs and modules will exist, both full sized thermo-mechanical discs and fully functional mini-discs. The UK will be in a position to proceed to final preparations for the mass manufacture of the forward region discs and the inner radii systems. 
[bookmark: _Toc201754589]Tracker R&D Strips and Pixels
Some of the following sections relate to work on a ‘strip stave’, its supports and its integration into the detector. These have been the subject of extensive R&D over the past several years. To help clarify the relevance of the work described in these sections, a brief description of the ‘stave’ concept is given here. In addition, for the same reason, a brief description is give of a pixel disk.
Figure 14 below, shows a schematic cut-away diagram of a stave. It consists of a stave core which is composed of two three-ply 200m thick carbon fibre skins measuring 120cm by 12cm sandwiching a carbon fibre honeycomb of 5mm thickness to form a rigid ‘plank’. This core has embedded in it cooling pipes surrounded by thermally conductive carbon foam. The cooling for the detectors and electronics is via thermal conduction to these pipes, which in the baseline design are tungsten of 3.2mm internal diameter and 200m wall thickness. The pipe is hard-bonded using epoxy into 5mm x 10mm foam blocks. The sides of the core are closed using carbon fibre c-channels.
During their manufacture the carbon fibre skins are co-cured with kapton tapes which carry the electrical signals and power lines needed to service all the detectors which will be mounted on the stave core. At one end of the stave the core and kapton tape width is increased by 40mm, producing a ‘shelf’ onto which the opto-electronic and power distribution interfaces are mounted. Integration of the L1 track-trigger electronics into the tape is one of the development aspects still required in the staves.
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Figure 13 showing schematic of the strip modules
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[bookmark: _Ref327016301]Figure 14 Schematic of a short strip stave


Directly glued to the stave core are the silicon ‘modules’, which is shown in Figure (track3). The sensor is a 100mm x 100mm silicon wafer patterned with strip detectors. Mounted on the wafer are electrical hybrids, which carry the ASICs which read-out the strips. Electrical signals from the ASICs run along the kapton tape to the opto-electronic interface mounted on the ‘shelf’ where the information is encoded into optical data and transmitted off the detector. 
The stave is attached to a carbon support cylinder through a mounting and locking mechanism which is an integral part of the side of the stave opposite the service shelf. A crucial part of ensuring a viable design for the stave is to understand how the services can be connected, installed and maintained.Error! Reference source not found. The figure in section Error! Reference source not found.Error! Reference source not found. shows the UK mock-up of the current end-of barrel concept to illustrate the complexity inherent in the region between barrel and forward inner detectors. It is planned that for the final integration into ATLAS that there be no cooling connectors in this region, but rather that pipes are welded in-situ using orbital welding methods. This is a technique which the UK is pioneering in this context.
Figure 15 below shows a pixel disc. It has strong similarities with the strip-stave, consisting of a core which is composed of two carbon fibre skins sandwiching a thermally conductive foam core. The core has embedded in it cooling pipes surrounded by thermally conductive carbon foam. As for the strip-stave the skins have kapton tapes co-cured to the skins which distribute the power and signal lines. The geometry of the disc results in some different problems of detail to those in the strip staves, and it is on these which the emphasis is placed in the work planned for the pixel discs.
Bonded directly to the core are pixel modules. The exact geometry is not yet fixed as it will depend on the outcome of simulations underway, however at the end of the planned programme it will be possible to adapt very quickly to whichever final geometry has been selected. The modules consist of a sensor with four FEI-4 chips bonded to it with a read-out tape.
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[bookmark: _Ref327016581]Figure 15 showing an inner radius module with one chip on a sensor. [pix to be repaced]
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[bookmark: _Ref327016517]Figure 16 Pixel Disc

In addition to the pixel discs, the UK will work on the inner radius system, where the extreme radiation doses and data rates mandate a different approach. Here the module consists of a single chip on a sensor, as shown in Figure 15
[bookmark: _Toc201754590]Pixel Modules (WP1)
In this work-package prototype sensors and modules for both the disk system and the inner barrel layers will be constructed, using advanced semiconductor manufacturing wherever possible. Their performance will be studied in the laboratory, test-beam and after irradiation. Disk modules will be constructed for mounting on prototype disks, built as part of WP2, to provide a system test of part of a disk.
[bookmark: _Ref325302663]Disk sensor development
The forward pixel disk modules require a geometry optimized for both for spatial resolution and layout on the disks. For disks a square-pixel geometry is better suited to tracking performance requirements as it optimizes the spatial resolution for both transverse measurements, (for momentum resolution), and longitudinally, (thereby improving vertex identification). The baseline layout of the forward pixel disks requires quad-modules and hex-modules ie modules with a single sensor and several read-out ASICs in a geometry corresponding to 2x2 and 3x2 FE-I4 chips respectively. 
Another key aim of the sensor design is to optimize the active area of the sensors, which requires reducing the inactive area between the cut edges and the active pixel area, and optimisation of the internal geometry to minimize inactive areas between the FE-I4 chips.  
Prototype large sensors in the 2x2 and 3x2 FE-I4 layout will be manufactured with Micron Semiconductor limited in both standard thickness (~300μm) and also thinned (~150μm). This will allow the yield of these large thin sensors to be evaluated. Micron has already produced single and quad sensors of 300μm and 150μm for the current project. A design to map a square pixel geometry to the FE-I4 using a second metal layer on the sensor will be developed. Funds for two sensor fabrication runs are being requested here to facilitate this. The first run will allow the design issues discussed above to be investigated and evaluated in the laboratory, test-beam and after irradiation. The second run will provide sensors for the quad modules to be mounted on the disk for system tests and provide an estimate of production yield. 
Recently, there has been much interest in detectors based on HV-CMOS. These are similar to standard CMOS sensors or MAPS but are based on high resistivity substrates (~100Ωcm), allowing charge to be collected via drift rather than diffusion. This enables the fast signal speeds required for an LHC sensor. They also have the capability of integrating signal processing on the pixels and of having a very thin active region. A final advantage is that there is the potential for substantial cost reduction. In collaboration with international colleagues, prototype sensors will be designed to investigate different readout options, radiation hardness and the optimal thickness of the sensors.
Disk module development
The principal challenge for the development of the disk module is to produce large area thin modules with sensor thickness of ~150μm and readout chip thickness of ~150μm in a cost effective manner. Planar sensors developed in WP1 (6.6.1.1) will be assembled with FE-chips into modules. Bump bonding of thinned assemblies will be developed with established vendors: VTT and IZM, and as part of the RAL bump bonding development programme. Two bump bonding runs are foreseen, one to assemble the first run of sensors and to develop the handling of thinned assemblies, and the second to provide ~10 modules for mounting on prototype disks for systems tests and to provide the first estimate of the yield and the cost of thin large area pixel modules. Assemblies will also be assembled using SLID technology to evaluate if this is a viable alternative to standard bump bonding.
The active area of the sensor is limited due to the requirement to wire bond from the FE-chip to the hybrid flex on top of the Si sensor. The use of through Silicon vias (TSVs), which is a rapidly developing electronic chip manufacturing technology, could be used to remove the need for wire bonding. This would replace the wire-bond connections with TSVs in the sensor which carry the required clock and command signals and bias voltages from the flex hybrid through the sensor to the readout chip. Post-processing of sensors and FE-ASICs will be investigated and a single chip module prototype produced and evaluated to demonstrate this technology.
Multi-chip readout systems for the modules will be developed with WP5 (6.6.5). The multi-chip flex hybrid will be designed, including implementation of the multiplex readout being developed in the current project. Support PCBs for laboratory and test-beam studies will be also be designed and constructed. 
Barrel inner radii modules
The barrel modules at the smallest radii will operate in an extreme radiation environment (~2x1016ncm-2) and have to deal with high particle densities. A strong candidate for the sensor technology in this region is 3D Silicon. This technology is being used in the IBL and large scale production of 3D sensors has been demonstrated.. The active area of pixel modules needs to be optimized, which can be done naturally in 3D using active edge technology. The high particle densities require smaller pixel sizes compared to the outer radii and disk modules. This requires demonstrating bump bonding at smaller pitches (~25μm).  A new readout chip will be required capable of handling the high occupancies and having a pitch and bond pads compatible with the reduced pixel size. The design of the chip will be primarily be done by international collaborators with input on sensor and module requirements from the UK. It is very important to minimize the material thickness of these modules as the vertex quality is significantly degraded by early multiple scattering. Thinned 3D modules will be developed and epitaxial Si will be investigated as a suitable alternative to standard high resistivity float zone Si.
Prototype sensors with pixel sizes defined by simulation studies and active edges will be designed and fabricated. Modules will then be assembled and tested in the laboratory, test-beam and after irradiation, to demonstrate the operation of new sensors and readout chips, evaluate the yield of small pitch bump bonding and performance at extreme radiation levels. 
HV-CMOS technology may also be used in the inner radii modules because the sensitive thickness is much smaller than the 3D or planar technologies, however the radiation hardness will be a key issue at this radius. In collaboration with international colleagues, prototype sensors will be designed to investigate different readout options, radiation hardness and the optimal thickness of the sensors.
STFC Bump bonding development
During the current project, bump bonding has been problematic due to limited capacity and cost. It is clear that the ATLAS-UK programme would greatly benefit from having access to a UK based bump bonding facility during both the development and production phases of the Upgrade project. At present an indium bump bonding facility is being developed at RAL. As indium bump bonding is a low temperature process, it has the dual advantages of being better suited to thinned readout wafers as it avoids the bowing introduced in higher temperature processes, and being able to bond to irradiated sensors. Indium bump-deposition and flip-chipping have been demonstrated on daisy-chain test structures, demonstrating good yields, low contact resistivity and good mechanical strength and stability. The goal of the next stage is to develop a full bump bonding process capable of processing wafers sizes up to 200mm (8”) wafers. This requires development of 200mm photolithography, under-bump-metallisation on both FE-chips and sensors, the thinning of FE-chips and the handling of thinned wafers during the flip chip process. 
Both disk and inner radii modules will be assembled at RAL and the cost and yield evaluated. Access to a development facility at RAL will also be critical in developing a process capable of handling the smaller pixel sizes for the inner radii modules.
FE-ASIC testing
Experience from the current pixel programme has shown that it is advantageous to provide FE-ASIC wafer testing to the collaboration. This allows early access to the FE-chips and also provides invaluable experience in their operation. Wafers will be tested and ASICs made available for the disk modules and inner radii programme. 
The testing of FE-ASIC wafers on a probe station will be used to develop a methodology to test bump bonded modules before the hybrid is attached and before wire bonding. This will provide a rapid test of the assembled module and will also allow rework of the bump bonding, if required, without the need to remove wire bonds and the hybrid flex. This method will be invaluable during the final production process to allow rapid feedback on the bump-bonding yield, information which was found to be critical during the construction of previous pixel detector systems. 
[bookmark: _Toc201754591]Pixel Disk Mechanics (WP2)
This work package encompasses work to develop and prepare for the manufacture of pixel disks and supporting framework and their assembly into the pixel endcap detector. The required work can be classified into three main areas: engineering design; disk prototyping and thermo-mechanical testing; and precision module mounting and on-disk electrical testing.
Disk engineering design 
The UK disk-design group will liaise with the international tracker layout planning team to design practicable disks which meet layout requirements. Figure (track4) shows a sketch of a potential arrangement of modules on a disk in the “Cartigny Layout”, see Figure (Track1).
Disks must be optimised for thermal performance and mechanical stability. Data from prototype structures will be analysed and used to tune the FEA of disk structures to enable accurate prediction of the performance of potential designs. Positioning of bus tapes and cooling pipes and their interface to off-disk services will also be optimised using FEA and CAD software, and the relative material content of potential variations will be studied.  As the disks will have to be made in halves for installation around the beam-pipe, a scheme for connecting the two halves of the disks together will be developed.
A multi-disk support structure system must be designed, with attention given to thermal and mechanical stability, minimisation of mass, and smooth integration with the overall pixel detector and the tracker in general.
A design for a straight bus tape has been developed and tested for the pixel staves; this will be adapted to fit the geometry of the disks. The end-cap variant of the ‘end of stave’ electronics must also be designed; because of the anticipated large overlap with the work required for the strip staves, a significant fraction of the work associated with this is located in WP4 Error! Reference source not found.. Work will be undertaken as part of WP2 to study in detail the most appropriate geometrical configuration for the end-of-structure card, and other on-structure PCBs for discs.
In designing the disk system, consideration must also be given to electrical grounding and shielding so as to minimize pickup noise and crosstalk in the modules. The scheme developed must not only be successful for the endcap pixel system itself but it will also eventually need to integrate successfully  with the grounding and shielding scheme for the whole of ATLAS.
Disk prototyping and thermo-mechanical testing
A small rectangular foam and carbon-fibre test structure with an embedded titanium cooling pipe has been fabricated and thermally tested in the UK; FEAs show good agreement with the thermal measurements. A small single-ring half-disk, see Figure (track6), is currently under development and is scheduled for completion in the first half of 2013.During 2013/14 a second such half-disk will be constructed, to refine construction techniques and study interconnection schemes, before proceeding with construction and testing of a full-size multi-ring disk. In addition, further small-scale prototypes (not necessarily disk-shaped) will be constructed and studied to compare different construction techniques and their effects on thermal performance. For example various glue application techniques and the use of thinner carbon-fibre skins than have been used in the construction of existing strip and pixel-stave support structures. Geometry has a significant impact on thermal and mechanical performance so whilst the synergy with the strip stave work will result in significant efficiency gains, it is vital that the discs be prototyped independently. 
Thermal-testing facilities must be expanded and enhanced to accommodate larger-disk development. These expansions include the assembly of a further CO2 cooling system specifically for pixel disk work, the design and construction of a test box large enough to contain a full-sized disk and second chamber which will be specifically designed to allow cold metrology.
These facilities will then be used to perform measurements on the increasingly complex prototype disk structures described above, with and without thermally accurate dummy modules loaded on the surfaces. The dummy modules will ensure that heat distributions are understood and sufficiently low temperatures are maintained. Measurements will be performed to determine the degree to which disk structures deform under thermal and mechanical stresses, and disks will be populated with a number of electrical modules for preliminary system tests (see 6.6.2.3).
Endcap variants of bus tapes and end-of-stave cards, as described in the previous section, will need to be prototyped and tested, as will disk support structures. The electrical grounding and shielding scheme will also be implemented and tested.
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Figure 17 The two faces of a first prototype half-disk, showing how active phi overlap between modules is achieved by placing alternate modules on opposite sides of the disk.

[bookmark: _Ref326912481]Precision module mounting and on-disk electrical testing
In addition to disk and service construction tasks described above, it is necessary to develop the methodology and tooling for the precision placement of multi-chip modules on the disk surfaces. The prototype system in use for the strip staves will be evaluated, but it is probable that significant changes  will be required to render the system suited to disc assembly. Whilst elements such as the cameras used to locate fiducials in the strip stave system are likely to be relatively easily adapted, the strip modules are mounted using linear stages which is unlikely to translate easily to a disc structure.. Development of the procedures and tools required for module to disc assembly will begin in the early phases of the proposed programme and demonstrated in the latter phases.
Once the ability to load modules precisely onto the disc structures has been developed, it will be used to populate a prototype structure with electrically operative modules. This will allow preliminary full-disk functionality testing and the development of quality control and assurance procedures.
[bookmark: _Toc201754592] Strip Module Assembly & QA (WP3)
The strip module assembly & QA work package will provide prototype and pre-production modules to the stave building program. This includes: the specification, design, and evaluation of the 130 nm ASIC set in collaboration with international colleagues; the specification and evaluation of strip sensors; and the design, production and evaluation of hybrids and modules.
The first phase of the project will evaluate the new prototype ASICs, sensors and hybrids and will provide enough modules to the stave program to enable final choices of low voltage powering option, of high voltage segmentation and multiplexing, and of track trigger option. This will lead to final specifications and designs for the130 nm ASIC set, sensors, and hybrids. Final tooling sets and testing equipment will be manufactured. A pre-production batch of modules will be manufactured to demonstrate the necessary throughput for production, prove the quality of the finished modules, and to exercise all quality assurance protocols. 
Strip Sensors
A significant number of full size sensors capable of being used with the new ASICs will be available mid 2013. The first task for this WP will be defining procedures for acceptance, quality control and handling of the detectors.  The rate of detector testing during production in the UK is anticipated to be 25-30 per week which it is necessary to demonstrate during the pre-production exercise.  To achieve this rate with the high channel count per sensor, at least 2 automatic probe stations with their semi-conductor instrumentation will need to be upgraded and commissioned for this task. .
After these prototype sensors are evaluated, the production sensors will be specified with the UK playing a leading role.  A large number (~200) of the final full size silicon sensors will need to be provided for pre-production module building trials and for further irradiation and test beam studies. 
ASICs
The readout architecture of the short-strip tracker is a development of the binary readout architecture used in the present SCT, but with increased readout bandwidth and using current 130 nm IBM technology. There are two chip types on the hybrid - the readout chip (ABCn130) and a hybrid controller chip (HCC).  In addition, the serial powering chip SPP or the DC-DC powering chip AMIS5 ASIC will control power distribution.
In mid 2013 the UK will work to provide the test PCBs and firmware & software used for probing and screening the full IBM wafers for the ABCn130 and HCC. Roughly 1500 ABCn and 150 HCC will be needed for the barrel module prototyping program with roughly similar numbers needed for ATLAS collaborators working on the end cap regions. This screening will lead to the definition of the final ASIC QA protocols. 
A final specification of the ASICs will be possible in 2015 and submitted to the foundry as engineering runs, once the design of the mixed HCC/SPP (if serial powering chosen) is finalized. A final specification of the ASICs will be possible in 2015 and submitted to the foundry as engineering runs, one a mixed HCC/SPP (if serial powering chosen). The UK will provide the initial test PCBs and readout capabilities and the wafer-level ASIC screening as required. The majority of the wafer screening in the ATLAS strip upgrade will be undertaken by the UK with a total of ~21 ABCn130 and ~3 SPP/HCC wafers being tested.	Comment by Craig Buttar: need to finish the sentence—RN/TA
Hybrids
The hybrids provide the required electrical, mechanical and thermal interfaces between the silicon sensors and the readout ASICs. The UK is leading the international strip hybrid program.  The design is a substrate-less, multi-layer kapton hybrid selectively laminated onto a FR4 stiffener. The stiffener allows the use of re-flow SMD attachment techniques and industrial-scale wire-bonding and electrical testing.
A large number of thermo-mechanical hybrids in the prototype 130nm design will be fabricated at the beginning of the program. These will be used for module assembly trials (with glass pieces replacing ASICs) and thermo-mechanical studies (with resistive loads replacing the ASICs).  Tooling needed for mechanical QA, ASIC attachment, wire bonding and electrical characterisation will also be fabricated. After evaluation, electrical hybrids will be made. In this process, a few batches of hybrid panels will be needed to solve any problems encountered and qualify the process. Attempts will be made to transfer the die-attachment, wire bonding and testing of hybrids to UK industry.
During the final ASIC specification process, it will be essential to work with the ASIC designers to ensure that the ASICs are conducive to large-scale production and compatible with the hybrid technology. Once the final ASICs are specified, the pre-production final barrel hybrid will be designed and submitted to UK industrial partners. After qualification several hundred hybrids will be manufactured for the international pre-production strip barrel program. 
Modules
The UK has provided all the tooling designs and preliminary assembly protocols to the 7 international sites currently producing 250nm modules. The program proposed here will modify the tooling and assembly protocols for the 130nm modules. It will be commissioned with mechanical hybrids and dummy sensors. The dummy sensors and ASICs will be patterned with bond pads to enable bonding program development. Once finalised, modules will be made with real 130 nm hybrids, ASICs and sensors. Many modules will need to be produced internationally to enable powering and track trigger choices, and for irradiation and test beam programs.
The final phase of the program will be pre-production exercise which will see ~150 modules produced. This will demonstrate the assembly, bonding, and QA can be achieved at the rates required. It is also necessary to develop methods to safely store large numbers of tested modules.
QA and Production Preparation
QA of hybrids and modules is critical to success in mass production. In the beginning of the program, an outline of the requirements will be established, as the production process itself evolves more the requirements will evolve.  Existing SCT protocols will form the starting point for development. The QA protocols will then be tested using prototype hybrid panels and modules. 
Production preparation will involve demonstration of the suitability of the tooling and equipment and that adequate throughput and QA can be achieved.  As an added complication, substrate-less hybrids and modules without mechanical mount points necessitate the use large vacuum systems for assembly and testing at production rates.  
[bookmark: _Toc201754593]Strip Stave Assembly & QA (WP4)
The activities forming work-package WP4 concern the procurement, manufacture and assembly of all the various components forming a stave including: the thermo-mechanical core; the integration of the silicon detector modules; the mechanical interfaces to the global support structure; and the services interconnects.
[bookmark: _Toc318360689][bookmark: _Toc319922035]The task-breakdown in the sections below reflects the flow of components needed to assemble staves and verify their performance prior to integration into the global support structure at CERN. 
From 2013 effort within WP4 will focus on the specification, final design and prototype manufacture of all components required to build stave cores and attach modules, together with tooling, handling frames, electrical and thermo-mechanical test systems.
Towards the end of the funding period greater focus will be placed on developing the final assembly and test infrastructure at two UK assembly sites, including manufacture of pre-production parts required to demonstrate production readiness and achieve site-qualification. It is anticipated that the clusters will focus on the mechanical assembly of staves, mounting modules, electrical and thermo-mechanical quality assurance and shipping to CERN. It is recognised that for some aspects of procurement, reception testing or sub-assembly fabrication that it may be preferable to centralise these activities and distribute components to the stave assembly sites (eg. bus tapes, EOS cards and cooling circuits). 
All aspects of the UK’s production deliverables will become clear as the global production planning for the barrel strip tracker is developed and a detailed production plan will be a major deliverable of the WP4 programme.
Tapes
Development of tape schematic and physical layout for 130nm tapes will be undertaken for prototype and pre-production staves. Tape vendors will be qualified, which may include institute SRFs. Production and prototype tapes will be procured. Tape test protocols and associated test systems will be developed. Tapes will be provided for prototype work for both Serial Powered and DC-DC staves and stavelets. A production plan for UK share of tapes using either vendor or in-institute manufacture will be developed, and reception testing and delivery to stave core assembly sites will be developed and tested.
Stave Core Assembly
The final geometry of the stave design is contingent on external factors, particularly the layout and level-1 trigger requirements. This will be fixed, along with performance specification towards the start of the programme. Final development of stave core thermo-mechanical design for lowest mass will follow, based on results from the previous work and using the tuned FEA models. The carbon fibre face sheets will be specified and manufactured in industry or in institutes. Similarly the close-outs, honeycomb and other core components will be procured or manufactured. Mechanical assembly of stave core will be developed for mass production, including facesheet/bus-tape integration (eg. co-curing), cooling structure, components mounting, alignment system parts and EoS attachment. The programme will also supply stave cores to support both thermo-mechanical and electrical stave development work. A production plan for the UK share of stave cores including both manufacture and QA regime will be developed.
Module Mounting and Wire-bonding
Equipment and procedures for attaching modules to staves will be developed, including: the alignment of modules to the stave coordinate system; adhesive selection and deposition (for both the thermo-mechanical interface and the HV back-plane contact); and module mounting. As part of the work, the jigs and fixtures required to mount staves on wire-bonders will be developed, as will the wire-bonding programs and post wire-bonding pull testing protocols. An important element of the work will be final development of tooling and procedures to facilitate the safe removal of failed modules from staves and the clean-up of staves in preparation for the mounting of a replacement.
Testing and Shipping
To ensure a low loss-rate during handling it is envisioned that the staves will be mounted in a handling frame early in the manufacturing process and remain in it until installed at CERN. The functional specification for, and design and development of, the final version of this life-cycle shipping container will be undertaken. It must interface to both thermo-electrical stave QA test systems and the stave-to-cylinder insertion tooling. Procurement and provision of components for shipping containers needed as part of the UK programme will be undertaken and a manufacturing plan for the UK-share of stave containers required for the final construction phase developed.
Production Preparation
Predominantly in the latter half of the programme, preparation will take place for serial production of staves. This will include manufacture of multiple tool sets and formal specification and test of procedures. The optimal division of work will be established, QA and organization will be finalised. This will all be undertaken in the context of the global stave production planning to establish a manufacturing schedule compatible with the overall LHCCH schedule, and common manufacturing and QA procedures. Development of an initial production plan and its optimisation will be part of the process. It will also be essential at this stage to identify the source of resources required to meet production schedule. 
Strip Electrical and Mechanical QA 
A stave QA scheme will be developed, in collaboration with international colleagues. Appropriate handling and QA procedures will be specified for all aspects of stave core assembly including: handling and storage of raw materials (pre-preg, glue); assembly sequences (curing, annealing); and procedures associated with ensuring assembled products meet specification. As part of this work, the detailed thermo-mechanical and stave test protocols will be specified and coordination of the development of suitable test systems undertaken, including definition of the test outputs, data formats etc, as required for the construction database.
[bookmark: _Ref325302881][bookmark: _Toc201754594]Strip and Pixel Test and Systems Support (WP5)
For the strip tracker, the goal of this work package is to provide the hardware, firmware and software needed to control and readout ASICs, hybrids, modules and strip staves, from prototypes through to installation. For the pixel tracker, the same provision will be made from the level of a half disk upwards, when optical links become part of the system, test support is provided by this work package.  The detailed evaluation of pixel disks and strip staves will be performed as part of this WP.  In addition the programmes required to ensure the radiation tolerance of samples related to either subsystem are gathered in this WP to ensure optimal use of resources. 
At the start of the project, the initial evaluation of Strip Tracker modules built with 130nm ASICs will be underway.  The programme proposed will continue to develop the DAQ to support module, stavelet and stave evaluation, and to perform that evaluation as part of system test activities both in the UK and at CERN.  In the first year, two stavelets will be evaluated, one with serial powering and one with DC-DC power conversion.  Once the expected functionality has been demonstrated, the programme will proceed to study full length staves. Toward the end of the programme, pre-production staves built with final ASICs will be under ongoing evaluation, but their suitability for use in ATLAS will have been established.
The first staves and stavelets will have electrical data connections and can be tested using existing HSIO hardware, but a different platform will be needed for later examples fitted with GBT Versatile optical links.  Data from the system test programme will be key input toward the final choice of powering scheme.  After this choice, work to develop (or procure) power supplies for use during production, assembly and operation will proceed.  
The pixel programme becomes closely coupled into this work package as the first multi-module tests begin, which will also use GBT Versatile optical links.  It is planned to use the same readout hardware to support both pixel disk and strip stave testing and to have as much commonality as possible with regard to firmware and software.
DAQ
This task is focused on the development of a scalable data acquisition system suitable for use in the latter stages of macro-assembly and the final experiment, and on provision of data acquisition systems needed to complete the R&D phase and then to be ready to move into production. 
It is important that the UK groups continue as an integral part of the international DAQ working group, to ensure that the considerable experience in the UK is used to drive decisions in the best directions. When the DAQ hardware “silicon receiver card” is selected, a number will be procured for use in the UK work.  These will be used in support of system test and then assembly test activities, before ultimately being installed as part of ATLAS. 
Final pixel disks and strip staves will both be built to be read out using VersatileGBT optical links.  The existing HSIO hardware will be used for development and production work on components, but a new system will be commissioned for use with completed pixel or stave systems via the GBT links, which are based on the Virtex 5/6 FPGAs. Systems will be purchased to support initial GBT tests, with one also needed for use at B180.  An updated, more cost effective version of HSIO, using Virtex 6 hardware will be available during this programme and a mixture of systems is therefore anticipated.
EoS Card and Optical Interface
This task deals with the specification of the functional requirements and physical realization of the End-of-Structure (EoS) cards and other on-structure PCBs (eg HV multiplexing, Serial Power Protection Boards) for prototype and pre-production strip staves and pixel disks. EoS cards and PCBs required for the electrical stave and stavelets will be manufactured and qualified. A production plan for the UK share of EoS cards will be defined, including reception testing with required equipment and a plan for delivery to disk and stave assembly sites.	Comment by Craig Buttar: Comment from TW, need something on single point failure  RN/PP

Optical Links
The UK has a major role in development of the Versatile Link, VL, which is a high-bandwidth, full duplex optical link, supporting the GBT protocol and designed to withstand the radiation present in the inner parts of the HLHC detectors.  
The UK leads the work to identify solutions for the passive optics, including the selection of radiation hard fibres and connectors.  Irradiated samples will be evaluated to determine their suitability.  Full bandwidth studies of irradiated fibres will be contracted to a collaborating institute n industrial partner with the remainder of the work performed within the collaboration.
The UK will also perform reliability studies of the proposed lasers for the VL, work that builds upon reliability tests which are already being done for the current SCT. This work will be a long term effort: reliability is key to the effectiveness of the final VL solution and it is an area where the UK has built up unique expertise.
VL prototypes will be purchased for use in UK labs and at the CERN system test facility. They are required to develop the DAQ system, to perform tests of the first full pixel discs and strip staves, and to debug system issues. 
System Tests
This task is focused on the provision of facilities suited to detailed studies of system performance, and the execution of such tests.  More advanced work will be carried out at the CERN B180 facility, but initial pixel disk and strip stave evaluations will be carried out in the UK labs where they are built.
Facilities at CERN will be used to several iterations of strip tracker staves and stavelets.  Stavelets built with the 130nm chipset will be tested first, followed by full length staves, both using electrical data transmission With further development of the facility, multiple (3-5) stave tests will be undertaken and finally tests will be done using VersatileGBT links. Toward the end of the programme the first pre-production staves will be evaluated. The first pixel disk prototypes will also be evaluated in the CERN system test facility.
The UK will undertake work to improve the B180 facility in support of both its current role as a system test facility and its future role as the assembly and test hall for the complete strip tracker.

Power Supplies, DCS and Interlocks
This task continues the development of custom power supply hardware through to a production ready form, and provides power supply and Detector Control System (DCS) hardware to support the UK testing and production programmes.
If serial powering is adopted for use in the experiment, a cost effective way to provide power supplies to the production programme is to develop a system suited to the needs of the final experiment. It is assumed that design and engineering is carried out within the collaboration, with strong input from UK groups, after which production is done by an industrial partner. In the event that DC-DC powering is selected for the strip tracker staves, commercial units may be used, however costs will be similar. Simple interlock systems suited to laboratory tests of hybrids, modules, and staves, will be developed to ensure that no detector components are damaged in the event of cooling failure.
Production Database
A database system will be developed and deployed in support of all tracker upgrade work packages which will be used to follow components and assemblies from receipt through to dispatch, and to provide links to test results as appropriate.
Database tables will be created according to definitions provided by the pixel and strip work packages as part of their production and QA procedures. The database will be administered to ensure access is provided to all relevant groups. Only a small amount of, but highly skilled, database administration effort is required.
Irradiation Programme
This task facilitates the irradiation and subsequent testing of active and passive components, materials and assemblies. 
ATLAS UK has been developing a new (26 MeV) proton irradiation facility at Birmingham. As the CERN PS will be unavailable from 2013 to 2015, the new facility will be used to provide continuity.  The first irradiation studies of strip hybrids and modules will therefore be performed at Birmingham as part of this programme, as will the first proton irradiation of the pixel multiplexer chip.  This is in addition to the irradiation of carbon fibre sandwiches and optical fibresfibre cables, which are of common interest to both strip and pixel systems, and sensor irradiation studies.

[bookmark: _Toc201754595]Assembly, Integration & Internal Services (WP6)
This work package consists of activities related to the assembly and integration of both the barrel strip and the pixel disk systems. Understanding integration issues will be vital to the parts of the UK programme dealing with the design and build of staves and disks.
For the barrel strip system the work has two major aspects: development and demonstration of the techniques needed during assembly of staves to the macro support structures, including tooling and preparation for build; and integration of the strip system into the tracker, which requires the design and feasibility demonstration of the end-of barrel region and management of the tracker-internal (type I) services using the service module concept. 
Similarly the assembly of the pixel disk system and its integration into the tracker including the design of its services will be studied. In this case it is the edge of disk region which is congested. 
Finally, this work package includes common items such as on-detector cooling pipes with the development of their joining techniques, and the development of hardware alignment technologies targeted at the needs of ATLAS alignment.
Strip barrel integration sequence 
The UK group is developing solutions to the challenge of installation of barrel strip staves into the macro support structure and their connection to the tracker-internal type I services. Towards the end of the grant period, the final outcome of this task will be a mechanically realistic mockup of the final design of a 3-stave sector prototype complete with pipes, cables and fibres. It will be used to qualify the insertion process from the tracker end. Leading up to this final test will be prototyping of tooling, including a prototype of the stave assembly frame. 
In the final integration sequence the insertion of staves will be followed by connection to the type I services. This comprises electrical and optical connections using commercial connectors. It also involves connection of the cooling pipes, for which the UK group is proposing to use in-situ orbital welding. This operation will carefully planned, taking into account the extremely congested space for the operation of the cutting, squaring and welding tools. The feasibility of this will be demonstrated using a large-scale mock up.
Strip barrel end region layout design
 A key area for the integration of the barrel strip detector is the end of the stave where the services will penetrate the structural elements which link the multiple cylinders of the complete detector. These structural elements are planned to also precisely constrain the stave against rotations around its axis.
In this task, the final design of the stave core with its EoS extension, will be shown to be compatible with the interlinks and their assembly sequence. This includes development, prototyping and final design of the interlinks, based on the emerging concept of a structure with segmentation which matches the staves. This will be verified in realistic integration scenarios using the 3-stave sector prototype and the full-scale service mock-up.
Barrel strip services
To reduce the complexity and duration of the final assembly and integration of the barrel strip system into the future tracker the UK group has proposed the use of pre-fabricated, fully pre-tested, interchangeable service modules containing the type I services (cooling, power, HV, interlocks and optical) for an azimuthal slice of the barrel tracker. These services run between the staves at the end of the cylinders, past the forward disk and to the PP1 feed-through at the end of the tracker. 
In this task the existing service module prototypes will be evolved to match the 130nm service routing, prototyped and qualified. The mounting of the service modules within the tracker outer support cylinder will also be developed.. The tooling to fabricate the service modules will be built and tested. A pre-production module will be produced.
Experience with the current detector strongly motivates a strong emphasis on design and prototype studies of the cooling services. The service module will include any manifolds and a study of risk minimisation will be undertaken.. 
The service module installation sequence and associated tooling will be developed, including that required for  the QA operations of: leak-checking of cooling pipes and measurement of pressure drops; electrical connectivity; proper functioning of optical connections; leak tightness of gas seals; and verification of the dimensional integrity of the service module.
Pixel disk integration sequence
This task focuses on understanding the support of the pixel disks within the overall pixel support structure and its assembly. An important aspect is to determine the sharing of space between the pixel (barrel and disk) services and active elements. This is critical because the pixel system is being designed to be readily extracted from the tracker. The pixel services therefore run axially to the end of the tracker, inside and outside of the pixel disks.
To satisfy the requirement for access to the pixel system this task will not only develop a scheme for integrating the pixel disk system into the pixel package, but also study the dismantling of the system when access is needed.
Pixel disk service design
The design of the connection between disks and the type I services will be studied. This work will include the integration of these services into the overall pixel package up to PP1 at the end of the tracker and the sequence of assembly and connection of these services. These studies will be undertaken in close collaboration with international colleagues.
Cooling
An item common to all pixels and strips sub-systems is the on-detector cooling pipes, which are connected to the type I pipes in the service modules. Titanium thin walled pipes are preferred, with stainless steel as a well-proven fallback solution. The goal is to employ TIG orbital welding to join pipes, eliminating connectors and achieving high reliability.
Welding of the final pipes in the final stave and pixel geometries will be developed. The issues are the need for extreme reliability and yield and the ability to make welded joints in a confined space in proximity to delicate electronics. The production tooling needed for cutting and squaring the pipes will be designed and prototyped as along with the tooling needed for bending of pipes.
In addition pipes for use in test and development will be bent and equipped with connectors for use in the UK, at CERN and by international collaborators.
Tracker Alignment
The module support structures must be stable, ideally to the accuracy achieved in the measurements and must hold the detecting elements in the correct locations. Deviations from these locations, as long as they are slow, can be tracked by software alignment based on track reconstruction. However, there are certain classes of deformations (“weak modes”), which do not affect the χ2 of a global track fit and are also not easily constrained by other track based alignment methods, e.g. global twists of the tracker.
In the first instance this task is orientated towards understanding which weak modes should be designed out of the structure and which measured with a hardware alignment system. Once established, alignment hardware will be designed, prototyped and tested. The final phase of the task will be to integrate the required components into the final stave and macro-support design and prepare tooling for manufacture of the parts.
Barrel strip support structure
The support structure of the barrel strip system is strongly connected to many of the strip-related activities within this work package. It is therefore essential to work as part of the international group to design this structure and related elements. In particular it is vital to play a leading role in the integration of the stave insertion and locking mechanics and the design of the interlinks into the structure. These play an important structural role, but also need to be compatible with plans for the EOS region and how it is intended to manage the stave service connections.
This work will involve undertaking full structural FEA including incorporation of the properties of the locking mechanics and the staves. As input for these studies measurements will be used which will be made on prototypes of the locking mechanics and staves, either built specifically for this purpose or within other parts of the program.
[bookmark: _Toc201754596][bookmark: _Ref201754766]The Trigger Upgrade
[bookmark: _Toc201754597]Trigger and Data Acquisition Overview
The ATLAS trigger system has three distinct levels: Level-1, Level-2, and the Event Filter. The Level-2 Trigger and Event Filter together form the High-Level Trigger (HLT). The first level uses a limited amount of the total detector information to make a decision in about 2.1 s, with a maximum accept rate of 100 kHz. HLT processing refines the decisions made at the previous level by applying additional selection criteria, accessing more detector information to select events at a final rate of up to 200 Hz, with a stored event size of approximately 1.3 Mbyte. 
Data for events passing the Level-1 Trigger selection are transferred off the detector and subsequently to the data acquisition system via point-to-point links. Here the event data are received and buffered for subsequent Level-2 and Event Filter processing prior to being recorded or discarded.
An overview of the ATLAS Trigger and Data Acquisition system is shown in Figure 3.1.
[bookmark: _Toc201754598]3.1.1 Level-1 Trigger
The Level-1 Trigger searches for high transverse-momentum muons, electrons, photons, jets, and -leptons decaying into hadrons, as well as large missing and total transverse energy. Processing is based on information from a subset of detectors. High transverse-momentum muons are identified using trigger chambers in the barrel and end-cap regions of the spectrometer. Calorimeter selections are based on reduced-granularity information from all the calorimeters. Results from the Level-1 Muon (L1Muon) and Level-1 Calorimeter (L1Calo) Triggers are processed by the Central Trigger Processor (CTP), which implements a trigger ‘menu’ made up of combinations of trigger selections. Pre-scaling of trigger menu items is applied to ensure optimal use of the bandwidth as luminosity and background conditions change. In each event, the Level-1 Trigger also provides one or more Regions-of-Interest (RoIs), i.e. the geographical coordinates in  and  of those regions within the detector where interesting data features have been found. The RoI information includes the location, type of feature identified, and the criteria passed, e.g. which threshold. This information is subsequently used by the High-Level Trigger.
[bookmark: _Toc201754599]3.1.2 High-Level Trigger
The Level-2 event selection is seeded by the RoI information provided by the Level-1 Trigger. Level-2 selections use all the available detector data within the RoI geographical areas. The menus are designed to reduce the trigger rate to approximately 3.5 kHz, with an average event processing time of about 40 ms. The final stage of the event selection is carried out by the Event Filter, which reduces the event rate to roughly 200 Hz. Its selections are implemented using offline analysis procedures within an average event processing time of a few seconds. The HLT algorithms use the full granularity and precision of calorimeter and muon chamber data, as well as the data from the Inner Detector, to refine the trigger selections. Better information on energy deposition improves the threshold cuts, while using tracks reconstructed in the Inner Detector significantly enhances the particle identification, for example by distinguishing between electrons and photons. The event selection at both Level-1 and Level-2 uses primarily inclusive criteria, for example high-ET objects above defined thresholds. One exception is theLevel-2 selection of events containing the decay of a B-hadron, which requires the reconstruction of exclusive decays into particles with low momentum.
[bookmark: _Toc201754600]3.1.3 Trigger and Data Acquisition Issues at Phase-I
After the Inner Detector Insertable B-Layer (IBL) is installed in 2013, the main detector changes planned for Phase-I running are the addition of a new Small Wheel of muon detectors in the endcap region, and changes to the calorimetry trigger electronics. With the exception of adjustments for the topological processing to be added to the Level-1Trigger in 2013, the LHC machine and ATLAS front-end electronics timing will be unchanged, and the detector interface to TDAQ will largely remain as at present. For Phase-I operation, an improved Level-1 Calorimeter Trigger will be installed, and a Fast Track (FTK) processor will be added in the Inner Detector readout. This hardware unit will provide near offline-quality tracks within a few milliseconds for use by the HLT. The level-1 trigger latency will increase but remain within the original 2.5 s design envelope. The Level-2 and Event Filter processors will be merged, permitting quantities calculated at Level-2 to be re-used in the Event Filter. It is expected that the HLT will continue to be RoI-guided. Monte Carlo simulation will be used to develop the improved Level-1 and HLT algorithms. From the data acquisition perspective, some adjustments will be needed to collect IBL and FTK data and to transport the larger events into and inside the TDAQ system. 
[bookmark: _Toc201754601]3.1.4 Trigger and Data Acquisition Issues at Phase-II
Wherever possible, equipment installed for Phase I will be prepared for Phase-II. At this stage, the LHC machine timing may be different, the Inner Detector and forward calorimetry will be replaced, and modified or new front-end electronics will be needed for most other detector subsystems. There will also be major changes to the trigger and timing distribution system. The Level-1 Trigger is expected to be split into two stages, with the Phase-I modules (with modified firmware) forming the initial stage for Phase-II operation. An Inner Detector Track Trigger, Muon Track Trigger, and full-granularity Calorimeter Trigger are under consideration for the second of the two stages. An initial agreement has been reached on trigger rates and a latency profile suitable for all of the main detectors. The High-Level Trigger will require further changes to algorithms, with the RoI-guided strategy possibly no longer viable, and the HLT software infrastructure will also require updating. The high data volumes will require new detector readout, and probably significant changes to TDAQ internal dataflow, with further improvements to the internal networking infrastructure. Development and testing of an integrated trigger strategy for Phase-II covering all trigger levels is part of the R&D work in this bid.

[bookmark: _Toc201754602]Phase-I Construction: Level 1 Calorimeter Trigger 
WP7, April 2013-March 2019
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[bookmark: _Toc201754603]Level 1 Calorimeter Trigger (WP7, April 2013-March 2019)
[bookmark: _Toc201754604]Introduction
The current ATLAS level-1 trigger system processes the dedicated trigger signals from the ATLAS calorimeters and muon systems in real-time, as they stream off the detector at a rate of 40 MHz.  The level-1 (L1) trigger rate is limited to a maximum of 100 kHz, matching the readout limits of the front-end electronics in the ATLAS detector systems. Due to the finite on-detector buffer sizes the maximum latency is limited to 2.5 s. The performance of the level-1 trigger has a direct impact on the physics potential of the ATLAS experiment; data that do not pass the trigger criteria are lost forever.
The current ATLAS level-1 trigger system has three main components: the Level-1 Calorimeter Trigger (L1Calo) for triggering on electrons, photons, tau leptons, jets and missing energy; the Level-1 Muon Trigger (L1Muon) for triggering on muons; and the Central Trigger Processor (CTP) in which the final decision is formed from the electromagnetic and muon triggers. The system was designed to operate at luminosities up to the design LHC operating with a bunch spacing of 25 ns and a luminosity of up to 1034 cm–2s–1.  
During the construction of current ATLAS Level-1 trigger, the UK institutes constituted approximately 50 % of the L1Calo collaboration, both in terms of FTEs and capital contributions to the construction. The original construction project was successfully completed on time and on budget. The UK continues to play a leading role in the L1Calo collaboration, both in terms of the operation of the existing system and the design studies for high-luminosity operation. In particular, the UK L1Calo groups propose to make a significant contribution to the trigger upgrade, building on the expertise in real-time triggering at the LHC gained over the last ten years. The level of effort and capital costs in this proposal are commensurate with the UK forming approximately 50 % of the L1Calo collaboration. The UK L1Calo groups propose to build a new electron trigger system for the Phase-1 upgrade, the electron Feature Extractor (eFEX), which will enable the electron trigger thresholds to be maintained at the level of 25-30 GeV as dictated by the physics requirements of the ATLAS experiment. The proposed programme of work consists of the design and construction of the eFEX hardware, the development of the associated firmware, and simulation/physics studies both for the optimization of the eFEX design and for the development of the Phase II trigger architecture. 
[bookmark: _Toc201754605]Overview of the Current L1Calo System
The current L1Calo system is shown schematically in Error! Reference source not found.. The inputs to L1Calo are analogue signals from the electromagnetic and hadronic calorimeters, summed into trigger towers of 0.1×0.1 in (, ). The summed analogue signals are processed in the Preprocessor modules (PPMs), which sample the calorimeter signals at 40 MHz (reflecting the 25 ns bunch structure of the LHC). The PPMs produce digital values representing the transverse energy in each trigger tower for each bunch crossing. The digital signals from the PPMs are sent to two sets of processors, the Cluster Processor (CP) and Jet/Energy-sum Processor (JEP). The individual Cluster Processor Modules (CPMs) and Jet/Energy Modules (JEMs) process signals from a particular  quadrant and  slice of the detector. 
The real-time L1Calo system identifies trigger features from the pattern of energy deposits in the calorimeters. For example, electrons and photons are identified as isolated clusters predominantly in one or two trigger towers. In the current L1Calo system, high transverse-energy (ET) clusters (electrons/photons and taus) are identified in the CPMs, and the JEMs identify high-ET jets and perform transverse-energy sums. The output of the L1Calo trigger is twofold. Firstly, counts of identified physics objects passing a pre-defined set of energy and isolation requirements are sent to the Central Trigger Processor, where the final level-1 trigger decision is made and a Level-1 Accept (L1A) is generated. Secondly, data describing regions of interest (RoIs) are sent from the CPMs, JEMs and some CMMs to the Level-2 Trigger (L2). The RoI data include information on the position (, ) and ET threshold passed by each candidate object. Following a L1A, the level-2 trigger uses the RoIs to access detailed data from the parts of the detector of interest.
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Figure 18: Schematic of the current L1Calo architecture. There are 124 PPMs. The Cluster Processor consists of 56 CPMs and 8 CMMs. The Jet/Energy-sum Processor consists of 32 JEMs and 4 CMMs. 
Because of the high data rate (approximately 2000 Gbit/s) and the limited latency budget, the level-1 trigger is a complex, highly parallel system, which uses high-speed links and custom electronics modules throughout. In addition, the high data rate imposes severe constraints on the data volume per event which can be passed between the various elements of the trigger. The CP was designed and built entirely by the UK groups, as were all Common Merger Modules (CMMs), Readout Driver Modules (RODs) and a significant part of the common L1Calo hardware and firmware infrastructure. 
[bookmark: _Toc201754606]Triggering at High Luminosity
Triggering at the LHC is complicated by event pile-up, which for the nominal luminosity of 1034 cm–2s–1 corresponds to approximately 25 minimum-bias events for each 25 ns bunch crossing. With the current system the only mechanism to maintain the total L1 rate below 100 kHz at higher luminosities is to increase the trigger thresholds. For example, Error! Reference source not found. shows the evolution of the electron trigger threshold needed to retain a rate of 20 kHz for the electron triggers alone, which is the maximum possible given the total trigger budget. After the LHC upgrade in 2018, the trigger will need to operate at luminosities of 2-3×1034 cm–2s–1, where the trigger threshold for electrons would be approximately ET = 45 GeV (becoming fully efficient at around 55 GeV). This threshold is larger than the typical electron ET produced in the decays of W and Z bosons. Raising the electron threshold to >40 GeV, would result in a significant degradation in the ability of ATLAS to trigger on leptonic decays of the electroweak gauge bosons. This would have a major impact on the ATLAS physics potential and provides the primary motivation for the upgrade of the L1Calo trigger.
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Figure 19: Evolution of the L1Calo EM (electron) trigger threshold with luminosity assuming a maximum allowed trigger budget of 20 kHz for electron triggers.  
[bookmark: _Toc201754607]The Phase I Upgrade of L1Calo
Prior to the Phase I upgrade, the ATLAS Level-1 trigger will be augmented by a topological processor, which in effect extends the capability of CTP. Whilst this increases the flexibility of the Level-1 trigger, it does not solve the problem of the increased rates at higher luminosity. In the current L1Calo system, the signals from the Liquid Argon (LAr) electromagnetic calorimeter are summed into 0.1×0.1 trigger towers. For the Phase I upgrade of the ATLAS detector, the LAr electronics will be modified to provide finer grained digital information to the trigger. Rather than summing into 0.1×0.1 trigger towers, information at a finer granularity in both depth and in the  will be provided, as shown in Error! Reference source not found.. Only by using this additional information, is it possible to improve the identification of electrons at Level-1. In effect, this enables some of the electron identification pattern recognition that currently exists in the Level-2 trigger to be used at Level1.
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Figure 20: the trigger granularity that will be available from each of the current 0.1×0.1 (, ) trigger towers after the upgrade of the LAr ECAL electronics. For each tower ten different ET values are provided in 1-4-4-1 longitudinal/transverse samples.
From extensive Monte Carlo simulations (performed in the UK as part of the previous grant), it has been shown that the rates for electrons/photons at Phase-I luminosities can only be controlled through the use of the new higher granularity digital readout of the LAr ECAL.  This is achieved by augmenting the current electron identification algorithm,  based on the 0.1×0.1 trigger twowers with the greatest local energy, with algorithms using the higher granularity information. One possible algorithm in the new system, which has been shown to give a factor 3–4 reduction in trigger rate, is to calculate the ratio of the energy in the second layer of the LAr ECAL which occurs in 3×2 region of (, ) centred on the local maximum of ET depositions to the energy in the corresponding 7×2 region of (, ), as indicated in Error! Reference source not found.. This ratio, R, distinguishes narrow clusters typical of electrons and photons from more diffuse patterns typical of fake electrons from jets or single hadrons that interact in the ECAL. The UK groups in the L1Calo collaboration propose to build the new electron Feature Extractor system to take advantage of the increased ECAL granularity available at Level-1. 
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Figure 21: an example of a possible algorithm for electron identification in the new eFEX system.
[bookmark: _Toc201754608]The Electron Feature Extractor
The new digital signals from the LAr ECAL form the basis of the Phase I upgrade of the ATLAS L1Calo trigger. These signals will be used in a new real-time system, the electron Feature Extractor (eFEX), which will provide improved rejection against fake electron-like signatures. The eFEX is central to the ATLAS strategy for both Phase I and Phase II luminosity upgrades of the LHC.  It will provide the ability to trigger on electrons with a sufficiently low ET threshold at Phase I. Furthermore, for the Phase II upgrade, the entire calorimeter input to the trigger (both electromagnetic and hadronic) will migrate to the digital path, necessitating a replacement of front-end of the L1Calo trigger system. Hence, whilst the eFEX is essential to the Phase I upgrade, it has to be designed with sufficient input links for the digital HCAL signals present in the Phase II upgrade. 
The proposed architecture for the Phase I upgrade of the L1Calo trigger is shown in Error! Reference source not found.. The digital signals from the LAr ECAL are split optically and fed to the eFEX via high-speed optical links. The analogue signals from the HCAL continue to be digitized in the existing preprocessor system, and the digital values are fed into the eFEX via optical links from the Jet Energy Processor. In the Phase I upgrade, the existing LAr analogue signals will also still be used by the Cluster Processor to generate the existing EM trigger signals, which will be retained as a legacy system, at least in the initial stages of the eFEX commissioning. 
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Figure 22: Schematic of the proposed ATLAS L1Calo architecture for the Phase I LHC luminosity upgrade. The new digital signals from the LAr ECAL are provided by the Digital Processing System (DPS). Depending on the physics case, it is possible that there will also be a new jet processor, the jFEX (not shown), using the increased granularity digital LAr signals.
The impact of the eFEX on the electron trigger thresholds has been studied in Monte Carlo simulation. For example, Error! Reference source not found. shows the fake electron trigger rate at a luminosity of 2×1034 cm–2s–1 for the current L1Calo system and the gains in using the eFEX. Using the additional granularity, the impact of the eFEX is to reduce the trigger rates by a factor of about four and to reduce the trigger threshold from about 50 GeV to below 30 GeV. These results are based on the R variable described above, and additional improvements may be possible with further optimisation. 
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Figure 23: Impact of the eFEX at 2×1034 cm–2s–1. The black markers represent the fake rate for electron trigger rate (no isolation cuts) as a function of transverse energy threshold for the current system. The dashed line shows the maximum acceptable trigger rate. The red markers show the improvement in using the increased ECAL granularity information that will be available from the LAr digital readout. The blue marks show the additional improvement from including hadronic isolation. 
[bookmark: _Toc201754609]Relation to the Phase II Trigger Upgrade
The eFEX system is an essentual part of the Phase-I upgrade, allowing the electron trigger thresholds to be maintained at the level of ET = 25-30 GeV, within the existing rate and latency budgets of 100 kHz and 2.5 s. It is is also essential for the phase-II trigger, where only digitial trigger signals from the ECAL and HCAL will be available. The phase-II upgrade of ATLAS detector will allow the event buffers to be extended allowing higher Level-1 trigger rates and a longer latency budget. 
The Phase II upgrade of the Level-1 trigger, as will be described in the ATLAS Phase II Upgrade Letter of Intent, consists of a split Level-0/Level-1 system. The Level-0 trigger is a real-time system operating at a rate of upto 500 kHz within a latency budget of approximately 6 s. The Level-0 accept will trigger the readout of the calorimeters and the Inner Detector into the Level-1 system comprising of the track trigger and the calorimeter trigger with the full calorimeter granularity. 
In the Phase II trigger upgrade, the eFEX (as described above) provides the electromagnetic trigger at Level-0. With an electromagnetic trigger budget of 100 kHz, the eFEX will allow the electron trigger thresholds to be maintained at the level of 25 GeV for phase II luminosities. The eFEX hardware therefore needs to be designed to be compatible with the Phase II upgrade. The impact on the design is relatively modest, sufficient optical links need to be built into the system to receive the digital trigger signals from the HCAL that will be available in the Phase II upgrade. Since there are relatively few HCAL signals, this is not a significant overhead to the Phase I design. The main L1Calo-UK effort for the phase II upgrade will be focused on updated eFEX firmware and contributions to other parts of the Level-1 system, which will operate at the full calorimeter granularity.  
[bookmark: _Toc201754610]The Electron Feature Extractor Hardware
The currently funded UK upgrade programme has focused on three main aspects: i) firmware for the Phase 0 upgrade; ii) simulation and physics studies to identify the requirements for the upgraded trigger (such as the results shown in Error! Reference source not found. and Error! Reference source not found.); and iii) a hardware demonstrator programme to investigate the details of the operation of an ATCA based system in the 10 Gbps range. As a result of this work, an initial UK-led design for the eFEX system has been developed. The main elements are the eFEX processing boards, which are housed in ATCA (Advanced Telecommunications Computing Architecture) crates. In the current design, the eFEX system requires 20 modules in two crates. The main open questions are whether the internal links on the eFEX processing boards operate at 6.4 Gbps or 10 Gbps, the maximum number of high-speed optical links that can be accommodated on each board, and the algorithmic processing environment on the FPGAs. These questions will be answered by the ongoing high-speed demonstrator programme and by the results from physics simulations.  The answers to these questions will determine the exact number of boards required, and the number of crates required to house them. Nevertheless, the eFEX requirements are sufficiently well understood to enable the system to be costed. Where uncertainties exist, these are accounted for in contingency given in the risk register. 
There are five main hardware components of the UK eFEX construction programme:
· eFEX processing boards: Each eFEX board hosts four high-end Virtex-7 FPGAs, which provide the algorithmic processing power of the eFEX. In the current design, the eFEX system consists of twenty eFEX processing boards in two ATCA crates. Each eFEX board receives data optically on 168 multi-Gbps fibres via fourteen 12-channel optical receivers (Avago minipods) mounted mid-board. The receivers are located around the FPGAs to minimize the length of the high-speed tracks. PMA loopback in the FPGA transceivers is used to duplicate the data required by more than one FPGA on the board. This allows the multi-Gbps electrical signals received by the FPGA to be re-transmitted across the PCB after they have undergone equalisation, but before they have been decoded by the FPGA. The results from the four processing FPGAs are merged and transmitted optically via the front panel to the L1Topo system and on to the CTP. ATCA control functionality is implemented via an embedded processor in a fifth relatively low-end FPGA.
· Read-out Drivers (RODs): the RODs, which are daughter boards of the eFEX, provide the readout to the DAQ and to the Level-2 trigger. Each ROD houses a single Virtex-7 FPGA, which receives data from the motherboard, reformats it, builds it into event fragments, buffers it and implements flow control. These functions are implemented separately for the DAQ and Level-2 readout streams. The ROD also implements the interface to the TTC system. The output data are transmitted optically. 
· Optical plant: the optical plant remaps the signals from the DPS into the eFEX system. The DPS signals are carried on 12-fibre cables. The optical plant splits and re-organises these cables to convert the fibre grouping produced by the DPS system to that required by the eFEX system. Since eFEX modules process overlapping areas of the detector, a subset of the fibres are duplicated by passive splitting to enable the data to be transmitted optically to more than one eFEX board. 
· Test System: the test system acts as the main development testbed, providing data sources/sinks for the prototyping and development of the eFEX. The test module is implemented as an ATCA board and has ATCA control elements in common with the eFEX boards. It uses two high-end Virtex-7 FPGAs and 8 minipod optical transmitters to provide a source for up to 96 channels of multi-Gbps optical data. Two test modules are therefore able to populate all of the inputs of one eFEX module. Additionally, each test module is able to sink all of the real-time output data from a single eFEX module, plus the output from the ROD. The test module is designed to act as a host for the ROD daughter card. Test patterns can be stored in RAM or generated from pseudo-random sequences and the FPGAs provide automated testing of received data against expected results for the purposes of soak tests. 
· ATCA hub: the ATCA hub acts as a single control interface to the ATCA crates housing the eFEX. It implements a hub on the ethernet network used to implement module control in the eFEX system, routing control packets to/from the crate controller and the individual eFEX modules in a crate. It also acts as a hub in the TTC system for the crate, for the distribution of clock signals and the aggregation of ROD busy signals for the DAQ. The hub module is relatively undemanding and can be implemented on a single low-end Virtex-7 FPGA. 
[bookmark: _Toc201754611]Online Software
The development and commissioning of the eFEX hardware also requires a significant online software effort. Following the paradigm used at present, each module must be controlled by Module Services software, using a hardware description of module registers and configuration parameters obtained from a database. A new development is needed to provide these functions within the ATCA control framework, and also to connect individual modules and crates to the ATLAS Detector Control System for temperature and voltage checking.
Test and diagnostics work relies on a detailed hardware simulation of modules to predict module behaviour at the register level, and also on tools to generate data patterns covering the module phase space. The framework used for the current trigger will be extended to provide these. The test labs will need computing systems with a remote installation of ATLAS TDAQ software. It is also expected that combined tests will be performed at CERN with prototypes of the DPS and L1Topo modules when available.
Software experts will have an important role in commissioning the system in ATLAS. New monitoring tools will be needed, for example to check the trigger performance against the full-precision calorimeter readout. 
Costs and Staff Effort
The total capital cost of the eFEX system is approximately £1.9M spread across the six years of the grant period. This estimate is based on a two-crate system with each crate containing ten eFEX modules. It is assumed that each type of board goes through three stages in its development: prototype, pre-production and production. The cost estimate is based on the current cost of the component elements (including the FPGAs) and accounts for the spare modules required for the operational system. The capital cost breakdown is summarised in Error! Reference source not found.. 
The summary of the associated staff effort, broken down into the component work packages, is listed in Error! Reference source not found.. These numbers are based on the detailed project plan given in the Gantt chart shown in [reference][footnoteRef:2]. The estimates of the engineering and firmware effort required for each task are based on the experience of the original L1Calo construction and the current L1Calo R&D project, adjusted to account for the relative complexity of eFEX system. [2:  The Microsoft project file, giving the Gantt chart for the detailed work breakdown has been submitted as part of this application.] 

[bookmark: _Toc201754612]Level 1 Calorimeter Upgrade programme
The UK contribution to the L1Calo upgrade is dominated by the construction and commissioning of the new eFEX, supported by a modest programme of physics simulation to ensure the eFEX is optimized to the physics needs of ATLAS. The eFEX represents a significant construction project and for the purposes of effective management of the project it has been separated into a number of clearly defined tasks, each with a named lead responsible for the task. 
Task 7.0: Project Management
Thomson will be responsible for the overall and scientific management of the project. As project engineer, Brawn will responsible for the engineering management of the development and construction of the eFEX. As trigger representative on the UK ATLAS upgrade project management board, Gee will ensure the coherence of the L1Calo upgrade with the broader UK upgrade programme and will provide effective liaison with the LAr upgrade project and the broader ATLAS TDAQ community.
Task 7.1: Electron Feature Extractor
This task forms the core of the UK L1Calo upgrade programme, covering the hardware development, production, installation and commissioning of the eFEX system. For the purposes of management of the project, the eFEX hardware work has been broken down into six distinct sub-tasks. The hardware development is shared across the four L1Calo UK institutes. This approach has the advantage of broadening the base for the intellectual input to the project, and is well matched to the capabilities and experience of the individual institutes. The project also makes extensive use of RAL technology division effort for the detailed board layout and other more specialized tasks.  An overview of the sub-tasks is given below, the detailed work breakdown structure can be found in the Gantt chart.  For each sub-task a named engineer/physicist has been identified to take responsibility for the delivery of the work. 
Sub-task 7.1.1: Production of the eFEX Module 
This task includes the design and manufacture of the prototype, pre-production and production versions of the main eFEX processing board and the development of the associated firmware, including the implementation of the main electron identification algorithm(s). The hardware work is concentrated in RAL technology division, which has the necessary expertise and infrastructure to develop this technically challenging high-speed board. The algorithmic firmware development is the responsibility of the University of Birmingham group, who have a proven track record in the development of the firmware implementing the algorithms for the current system.
Sub-task 7.1.2: Production of the eFEX Merger 
The eFEX Merger combines the output of the individual eFEX boards and provides a single point for output of the results from each board to the Topological Processor. In the current eFEX design, this functionality is built onto the main eFEX board. The possibility of a separate board is retained as a fallback solution (see the risk register). The merger aspects of the eFEX board are distinct from the high-speed path, and thus form a well-defined sub-task. The development of the Merger functionality will be carried out at QMUL. 


Sub-task 7.1.3: Production of the Readout Driver
The RODs, which are conceived as daughter boards of the eFEX modules, provide separately the readout to the DAQ and to the Level-2 trigger. The processing on each ROD daughter board is performed on a Virtex-7 FPGA, and this sub-task contains significant element of firmware development (approximately 50 % by FTE-years). The production of the RODs will take place at the University of Cambridge. The Cambridge group have a strong track record on the production of electronics for ATLAS and LHCb.
Sub-task 7.1.4: ATCA Hub
The ATCA specification provides significant functionality for management of the crate services to the individual boards (blades in ATCA parlance). The ATCA hub provides a single point for the control of the Intelligent Platform Management Interface (IPMI) functionality of the eFEX crates, which in turn controls the services to the modules housed in the ATCA crates, and the common TTC functionality for the system.  The implementation of the hub and ATCA control functionality requires the significant firmware effort. This work will take place within the RAL PPD group.   
Sub-task 7.1.5: Production of the Optical Plant
The optical plant provides the optical routing and duplication of the high-speed optical signals from the DPS for distribution to the eFEX boards. The design needs to account for the large number of input and output cables and the need to optimally organize the input to eFEX modules. This task, which is the responsibility of RAL PPD, covers all aspects of the R&D, design and testing of the optical plant. The production of the optical plant will be contracted out to industry.                      
Sub-task 7.1.6: Installation and System Integration 
This task covers the installation, system integration and commissioning of the eFEX system in USA15 at CERN. This work is schedule to commence at the start of the long shutdown of the LHC for the Phase I upgrade. The installation and commissioning of the eFEX is a non-trivial task and the estimated effort required is based on experience from the installation of the current L1Calo system.
Task 7.2: Test system
The test system is an ATCA module providing high-speed data sources and sinks for the development of the eFEX modules and the RODs. It is an essential part of the eFEX programme and, in itself, represents a significant high-speed electronics development effort. The design of the test system hardware and the development of the associated firmware will take place at University of Birmingham. The board layout will be contracted to RAL technology division.
Task 7.3: DAQ and online software
The eFEX is a complex system involving the transfer of large amounts of data at high-speeds. In addition to the FPGA firmware, the eFEX system requires the development of the PC-based data-acquisition (DAQ) and online software for testing and to interface the eFEX to the ATLAS T/DAQ systems. Consequently, throughout the construction project, there will be a programme of DAQ and online software development for both the test system and the eFEX system. Since the DAQ/online software work is spread across the institutes, reflecting the individual hardware activities, it will be coordinated/managed centrally. The detailed work breakdown is given in the Gantt chart. 
Task 7.4: Offline Software
Since the eFEX will form part of the ATLAS detector it needs to be fully integrated into the ATLAS software framework. The offline software task covers two main activities, i) integration of the eFEX into the ATLAS ATHENA reconstruction software and ii) the development of the eFEX simulation software. 
Sub-task 7.4.1: ATHENA development and monitoring
This sub-task included the integration of the eFEX into the ATLAS ATHENA reconstruction software and the development of the offline monitoring tools used to evaluate the performance of eFEX system. This includes the interface between the online and offline world including the event data model and byte stream decoding. 
Sub-task 7.4.2: eFEX Simulation
This task includes the development of the eFEX offline simulation software and its use in the understanding and optimization of the final algorithms that will be implemented in the eFEX. The simulation work is a core part of the eFEX development. The results from simulation will impact the final design of the eFEX architecture. There are four main strands to this work: i) development of the full eFEX simulation; ii) identification of the optimal use of the higher granularity information in the L1Calo; iii) identification of the optimal tau identification algorithm; and iv) determination of the optimal processing environment for the eFEX modules. These strands of work will feed directly into the design of the eFEX firmware.                       
Task 7.5: Physics Simulation and Phase II Design
The focus of the L1Calo upgrade proposal is on the construction of the eFEX system for the Phase I upgrade of the ATLAS detector. Nevertheless, during the period covered by this grant proposal, the final architecture for the HL-LHC running will be developed and hardware responsibilities assigned to the ATLAS institutes. During the current grant period, the UK has built up recognized leadership in the development of the architecture for the Phase II upgrade of the ATLAS trigger. In order to maintain this leadership, it is essential that the UK remain at the heart of the design studies. Furthermore, since the eFEX is the front-end of the Phase II level-0 trigger, it needs to be designed to be forward compatible with the Phase II trigger. Given this coupling, physics simulation and Phase II design studies form a core part of the development of the final eFEX design. This Phase II related studies, which are concentrated in the first three years of this proposal, can be divided into two main sub-tasks.
Sub-task 7.5.1: Physics simulation
This sub-task is focused on the study of the physics requirements of the level-1 trigger at the HL-LHC. This main goal of this work is to understand the detailed requirements of the Phase II trigger taking into account the results from the current LHC programme. 
Sub-task 7.5.2: Architectural design
This sub-task focuses on the development of the architecture of the Phase-II trigger in collaboration with the other contributors to the ATLAS Level-1 trigger and TDAQ communities. The main goals are: i) to play a leading role in the development of the Phase II architecture; ii) to understand the trigger rates for the proposed Phase II system; and iii) and to understand any consequences for the details of the design of the eFEX. 
[bookmark: _Toc201754613]International Contributions to the L1Calo Upgrade
The responsibility for the upgrade of the L1Calo trigger is shared between the institutes of the L1Calo collaboration, as given in Error! Reference source not found.. The eFEX, which is the single most complex component of the L1Calo upgrade, is the sole UK hardware contribution and represents a “fair share” of the Phase 0/Phase 1 upgrade programme, based on the number of UK physicists in the ATLAS L1Calo collaboration.
	System
	Institute(s)
	Upgrade Phase

	CMX
	MSU + Stockholm
	Phase 0

	Topological Processor
	Mainz
	Phase 0/1

	eFEX
	Birmingham, Cambridge,
RAL, QMUL 
	Phase 1

	DPS
	Calorimeter + Heidelberg?
	Phase 1

	jFEX ?
	Mainz ?
	Phase 1












Table 3: institutional responsibilities for the Phase 0 and Phase I upgrades to the ATLAS L1Calo trigger.

[bookmark: _Toc191367931][bookmark: _Toc201754614]Phase-II R&D: The Level-1 Track Trigger 
WP8, April 2013-March 2016
(Last updated v5 110612)
[bookmark: _Toc201754615]Introduction
ATLAS-UK initiated the discussions and feasibility studies of a Level-1 track trigger (L1Track) for ATLAS at Phase-II nearly four years ago. Since then, largely thanks to the resources from the current UK upgrade project and under UK leadership, L1Track has been established as an essential R&D project within the ATLAS Phase-II upgrade programme and has had a pivotal role in shaping the overall ATLAS Level-1 Trigger strategy for Phase-II. 
[bookmark: _Toc201754616][bookmark: _Toc191367932]Report on the current project 
ATLAS-UK proposed to incorporate tracking information in the second step of a two-stage Level-1 Trigger system, the so-called L0/L1 architecture for Phase-II. In the L0/L1 design, the Level-0 Trigger would work similarly to today’s Level-1 Trigger using coarse calorimeter and muon information to reduce the rate from 40MHz to about 0.5-1MHz, and provide the location of Regions of Interest (RoIs). At Level-1, only the tracker data within those RoIs would be read out and used to reconstruct tracks that are matched to the calorimeter or muon objects found at Level-0 (or refined versions of those objects, produced using higher granularity information from the calorimeters and muon detectors in the time between the Level-0 and Level-1 decisions). The two main objectives of the ongoing three-year project were to demonstrate the necessity of L1Track at Phase-II and the technical feasibility of the RoI-based approach.
In demonstrating the necessity of L1Track at Phase-II, the UK played a pivotal role in validating the high luminosity simulations in ATLAS, developed methods for extrapolating Level-1 Trigger rates to Phase-II luminosities, and cross-checked those with the rates observed during the 2011 data-taking period. The studies showed that, particularly for single and double-lepton trigger signatures, using tracking information at Level-1 is probably the only way to sustain pT thresholds that would allow the physics analyses to use offline leptons down to about pT~25GeV (15GeV) in single (double) lepton final states, similar to the values targeted for 1x1034cm-2s-1. These pT thresholds were shown to be essential for retaining the signal acceptance of various benchmark physics processes, as shown in Figure 24. It was also shown that L1Track would provide additional flexibility and robustness to the Level-1 Trigger at Phase-II, two elements that are vital to the design of the system, given the harsh conditions at Phase-II and the fact that it is impossible to predict the full Phase-II physics programme today. The above results were presented to ATLAS resulting in the L1Track being part of the baseline for the Level-0/1 Trigger in the ATLAS Phase-II Upgrade. Table 4 shows how tracking information can help reduce the rate of electron and muon Level-1 trigger signatures.
Significant progress has also been made in terms of demonstrating the technical feasibility of the RoI-based L1Track approach. Within the UK, L1 Track experts have interacted closely with the tracker upgrade readout group providing results from simulation studies to allow the optimal design of the data format and to include the RoI-based L1Track requirements in the design of the next iteration of the readout ASIC, the ABC130, for the strip detectors. The new ABC130 chip, which will be available in early 2013, will include two buffers and will provide all the L1Track-related functionality in the L0/L1 scheme. Another important study led by the UK, based on a simple discrete event simulation, demonstrated that the near entirety of the regional data from the tracker can be read out within a few microseconds, hence making it possible to fit the RoI-based L1Track within the ~20 microseconds latency envelope expected to be available for ATLAS at Phase-II. The result of these studies has been that the RoI based track trigger is the baseline for the Phase-II Upgrade.
In summary, the resources allocated to L1Track-UK within the ongoing UK upgrade project have been critical both in maintaining the UK’s leadership in the L1Track project and in establishing the L0/L1 architecture as the baseline strategy for the Level-1 Trigger in ATLAS for Ph-II, the necessity for tracking information at the Level-1 Trigger, and the RoI-based design as the baseline design for L1Track.
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Figure 25: Efficiency vs. true muon pT for various Standard Model and SUSY benchmark signals. Moving from 20GeV to 40GeV threshold may lead    to a signal acceptance loss of up to a factor 3.
		L1 object
	Offline
object
	Rate
no L1Track
	Rate
w/ L1Track

	EM18
	e 25GeV
	~125kHz
	~30kHz

	MU20
	 25GeV
	>40 kHz
	~8kHz


Table 5: Rate projections for representative Level-1 triggers targeting single electron or muon candidates, at 7e34cm-2s-1. The rate projections without L1Track include all the Phase-I upgrades planned for the Level-1 Calorimeter and Muon systems. The 40kHz of L1_MU20 rate corresponds only to the rate coming from real (mostly low-pT) muons. The contributions from fake triggers (e.g. due to cavern background) are currently under evaluation, but the L1Track is expected to achieve a much higher rejection of such triggers.


[bookmark: _Toc191367933][bookmark: _Toc201754617]The L1Track R&D programme (April 2013-March 2016)
Having succeeded in establishing L1Track as part of the baseline design for the ATLAS Level-1 Trigger at Phase-II, the UK will continue its leading role in the project and carry out an R&D programme with the main goal of obtaining the detailed results required for writing the L1Track Technical Design Report in 2016. The R&D programme will involve detailed pattern recognition and performance studies, as well as hardware design and prototype work, and is fully integrated in the ATLAS-wide L1Track programme. The proposed tasks are described in the following sections. The work on the discrete event simulation and the dataflow design and prototyping are largely a UK responsibility, while the work on the pattern recognition and the track trigger processor design and prototyping are the parts of the global ATLAS programme that the UK proposes to focus on. The UK work will focus entirely on the RoI-based L1Track, while some of our international collaborators continue to explore the self-seeded design option. 
Discrete event simulation
Discrete event simulation (DES) is an indispensible tool for the design of the L1Track system. A simple Python-based DES framework developed recently by L1Track-UK describes the flow of data out of the ABC130 chips in a single module of the strip tracker. While this framework provided valuable information in the present stage of the project, it is not scalable. A new DES framework will be designed and implemented that can simulate a representative wedge (if not all) of the tracker, as well as the off-detector part of the data flow from the Level-0 Trigger output into the tracker and from the tracker into the L1Track racks, and finally the flow of information in the L1Track processor boards. This will allow the study of, primarily, the latency of the different parts of the system, identify bottlenecks, and optimize the data movement. Given the overall ATLAS latency constraint of 20 microseconds, the available time for shipping the regional data from the tracker to the L1Track processors will be limited to a few microseconds, and the DES will provide valuable insight on queuing issues and correlated data losses in different parts of the system. This will be done for a variety of input parameters, such as the level of pile-up (hence the occupancy in the tracker), the rate of Level-0 accepted (L0A) events and the number/size of RoIs (hence the fraction of tracker to read out) per L0A event. There will be an iterative process through which the DES results will provide input to the L1Track design and performance studies and the evolution of the L1Track system design will feed back to the DES framework to test the behaviour of the system. This work will also provide useful information to the overall tracker DAQ activities described in WP5 of this proposal; hence it will strengthen the links between the ATLAS-UK tracker upgrade and L1Track projects.
Pattern recognition and performance studies 
The main objectives of this task are to develop the pattern recognition strategy for L1Track and to carry out the performance studies needed to demonstrate that it can provide adequate information in the different use cases to meet the Level-1 Trigger rate requirements within the available latency. Given an overall latency of about 20 microseconds, as estimated today, the time available for processing the data in the L1Track processors is expected to be around 5 microseconds, making the pattern recognition an interesting challenge.
The pattern recognition studies will be performed in a standalone framework that will be designed and developed to be fast and flexible and will use as input basic information from the tracker (e.g. clusters), the trigger (e.g. the η-φ position of the Level-0 objects) and the Monte Carlo true particles that will be extracted from athena, the ATLAS software framework. The pattern recognition strategy will be based on searching for patterns of hits in the different tracker layers matching predefined patterns that are stored in look-up tables, so-called pattern banks. The studies will determine how the performance, in terms of tracking efficiency and fraction of fake tracks, depends on the size of the pattern banks for a range of tracking parameter values, particularly the minimum pT of tracks to be reconstructed, but also the granularity of the tracker information. Once the pattern recognition studies converge to the optimal strategy, the algorithms will be ported to athena, in two separate parts: one containing the algorithm that produces the pattern banks, and another that performs the pattern matching and track finding. Any changes in the tracker layout will naturally have to be propagated to the above algorithms. An important consideration in these studies will also be the robustness of the performance against higher levels of occupancy in the tracker (e.g. due to higher noise), against detector or readout inefficiencies and against changes in the LHC conditions, for example movements of the beam spot position relative to ATLAS. In addition to the above algorithms, a parameterized emulation of the L1Track performance will be developed for use in the generic physics simulations for the study of the Level-1 Trigger performance.
The overall L1Track performance will be assessed in terms of the rate reduction that it can provide for various Level-1 Trigger signatures, while maintaining an acceptable efficiency for benchmark physics processes. These studies will be performed with increasing level of detail, including all the planned Phase-I and proposed Phase-II upgrades for the Level-1 Trigger, as those become available in the ATLAS simulation, and will feedback into the pattern recognition studies. The studies will have to be performed for all Level-1 signatures where L1Track can be useful, as they have different requirements. For single, high-pT muons, the key issue is the track pT resolution, as the main requirement is the sharpening of the pT thresholds provided by the L1Muon system. For single, high-pT electrons, bremsstrahlung radiation poses a major challenge in the pattern recognition, especially at high rapidity where there is a significant amount of material in the tracker. For double-lepton signatures, the key parameter is the track z0, as a good z0-resolution would allow us to reduce drastically the rate from the dominant source of such triggers, events where the two lepton candidates come from different proton-proton interactions. Finally, tau lepton triggers, multi-jet triggers and track-based isolation for photons, electrons and muons may require reconstruction of tracks with pT down to a few GeV.
Two key parameters for the L1Track design, but also for the design of the tracker readout system, are the L0A rate and the fraction of the tracker to readout at the Level-0 rate, which is linked to the number of RoIs per L0A event. These parameters depend on the physics needs of ATLAS at Phase-II, reflected in the trigger menu, as well as on the performance of the upgraded Level-0 Muon and Calorimeter Trigger systems. Given the importance of the trigger menu for the above key parameters for L1Track, we will work on developing and maintaining a small number of representative L0/L1 trigger menus, for use also by all ATLAS Level-1 upgrade communities, that will guide the L1Track performance and pattern recognition studies.
A final element in this task is to determine what information will be propagated to the Level-1 central trigger processor, as well as to interact with the high level trigger work package in determining what information is useful to propagate from Level-1 to the High Level Triggers.
Dataflow design and prototyping
The L1Track hardware dataflow development will mostly focus on the strip detectors, mainly because the first front-end chip with the L0/L1 functionality built-in will be the ABC130 ASIC for the strips, due in early 2013. In parallel, and in collaboration with the pixel readout experts and WP5, the L0/L1 functionality will be implemented in the Pixel on-detector electronics and if a new version of the Pixel front-end chip with the L0/L1 functionality becomes available during the period of this grant similar readout tests will be performed as for the strip detectors.
The workhorse for DAQ development is the HSIO board, which is connected to modules, a DAQ PC and any external clock and trigger inputs. It follows that many of the track trigger functions will reside in firmware on the board, and that configuration of these functions will be via that DAQ PC. The trigger schema has 3 trigger types: L0A (a synchronous trigger), L1A (possibly asynchronous, with a payload of the desired L0ID to be readout), and a Regional Readout Request (R3). The R3 starts life as a list of RoI-IDs for a given L0ID that needs to be mapped onto modules on a stave, with the R3 as a small message containing an L0ID and module map in the required format. The conceptual firmware for this function is part of the existing project, and development will continue to allow regional data to be readout from the ABC130-equipped modules.
The use of the CERN-developed GigaBit Transceiver (GBT) fibre interface for the connection to the Level-0 Trigger system will be evaluated. The GBT is ideal for this task, as it has high bandwidth (>3Gb) and operates synchronously. This will involve looking for a realistic hierarchy and protocols for sending RoIs and R3, ultimately resulting in some firmware that can efficiently decode RoI-IDs and generate R3 signals, most likely on the HSIO. As part of the more general HSIO need for a TTC hierarchy with multiple HSIOs in a system, development will be needed to ensure all triggering is integrated. This work will be done in collaboration with WP5. An interface standard will be created to allow interconnect of a few HSIOs and a timing system.
To readout the new ABC130 chip, the DAQ (hardware, software and firmware) will need to be re-organized for the new data formats etc. At the same time the new trigger signals will be added to the HSIO firmware. When the ABC130 test boards, and later modules, become available our goal will be to construct a testbed (as an addition to DAQ development hardware) to readout R3 data. Initially this will be debugged, in conjunction with WP5, by receiving R3-data on the DAQ PC where it can be analyzed and its integrity examined in software. 
R3-data will ultimately need to be sent to a track-finder, and not be involved in the Strips DAQ at all. We will look at a system of prioritised queuing firmware on the HSIO (informed by the DES studies discussed above) for forwarding data to the track-finder hardware with the lowest average latency, most likely via the GBT standard interface, although 10Gbit Ethernet will also be considered as an option. During this development, we will increasingly need to interface to external trigger sources, use common clocks and generally scale the system. It is likely that insight into the requirements for the next generation ATLAS TTC system will be gained and documented.
Track Trigger Processor design and prototyping
The main objective of this task is to produce a high-level design of the L1Track off-detector electronics, specify the functionality and interfaces of all boards required for processing, and carry out some prototyping R&D for the board that will perform the pattern recognition.
In close connection with the rest of the L1Track programme, the studies in this task will determine the most appropriate mapping of the tracker volume (in η-φ) into track trigger processing units. The key parameters in this study are the available latency for data processing, the maximum size of the pattern banks, and possible limitations in the dataflow bandwidth into the various boards of the system. If the tracker layout converges to a four-fold symmetry in ϕ, and given the symmetry around z=0, a natural segmentation in 8 η-φ sectors would be the starting point for these optimisation studies. The geometric overlap between these sectors will also be studied and optimised. Another question to address is whether different pattern banks (or different granularity of patterns within the same bank) can be implemented to provide higher efficiency for tracks with certain properties in some trigger signatures (e.g. high-pT tracks corresponding to electron/muon RoIs).
To understand the hardware requirements for a track-finder, a review of existing systems (e.g. FTK) will be undertaken and a conceptual design produced. It is expected that issues surrounding data duplication across regions, grouping of data from the same event and track-finder modularity will be addressed. In order to investigate the implementation of the pattern recognition algorithm in hardware, a demonstrator card for the track finder will be developed. It is expected that R&D versions of Associative Memory (AM) chips, developed by our international ATLAS collaborators, will be used for storing the pattern banks. This will likely take the form of an FPGA development board with a custom add-on board, but the development of a new board is not precluded. To debug upstream components of the system (e.g. HSIO) this unit will provide a means of recording incoming data and allowing it to be examined on a PC.
[bookmark: _Toc201754618]Phase-I Construction: Upgrade of the High Level Trigger 
WP9, April 2013-March 2019
(Last updated v13 110612)
[bookmark: _Toc201754619]Introduction
[image: ]
[bookmark: _Ref200885390]Figure 26: Schematic diagram showing the Trigger steps on the left side and illustrating the flow of event data through the Data Acquisition system (DAQ) on the right. Also shown are design values for the bunch-crossing rate and the trigger rates after L1, L2 and EF and (far left) and data rates for the detector readout, ROS input, Event Builder input and output to data storage (far right).
WP9 covers the upgrade of the High-Level Trigger (HLT) and Dataflow for luminosities above the LHC design value of 1034cm-2s-1 and for pile-up of more than an average of 23 events per bunch crossing (corresponding to design luminosity and a 25ns bunch-crossing interval). The HLT comprises the hardware and software performing the online selection of events passing the Level-1 trigger. The Dataflow consists of the hardware and software performing the movement of event data from the detector read-out to offline storage. The Read out System (ROS) stores events in Read-Out Buffers (ROB) pending the result of the Level-1 trigger. The HLT is currently divided into Level-2 and Event Filter (Level-3) farms that together consist of around 2300 PCs running the trigger selection software, see Figure 26. The Level-2 requests data from the ROS corresponding to Regions of Interest (ROI) within the event, these correspond to 2-6% of the total data volume. In the current system, Event Builder (EB) farm-nodes assemble data fragments for events accepted by Level-2. As part of the upgrade, the Level-2, Event Builder and Event Filter functionality will be merged on each node of a single farm. This is referred to as the single-node HLT farm, see Figure 27. The change to the single-node farm requires upgrades to the selection software and network. The network and Read out System will also be upgraded for the increase in data rates resulting from increased luminosity and beam energy, an increase in the Level-1 accept rate from 75kHz to 100 kHz and the addition of new detectors (the Insertable B-Layer, IBL, and Fast TracKer, FTK). 
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[bookmark: _Ref200886334]Figure 27: Schematic diagram of the Trigger and Data Acquisition system upgraded to a single-node HLT farm. The trigger steps are shown on the left and the flow of event data on the right. Also shown are the Phase-I design values for the Trigger rates after Level-1 and the HLT (far left) and data rates for the detector readout, ROS input and output to data storage (far right).
The HLT selection software consists of reconstruction algorithms that perform calorimeter clustering and inner detector and muon tracking, selection algorithms that identify physics objects and steering software that configures and controls the HLT selection algorithms. Examples of physics objects reconstructed by the trigger are electrons, photons, muons, tau leptons, jets, jets with b-flavour tagging (b-jets) and B-physics signatures. The Level-1 and HLT configuration is defined by trigger menus that specify the conditions to be met for the event to be accepted. These conditions are based on the reconstructed trigger objects. The menus also specify the chains of reconstruction and selection steps leading to the creation of the physics objects.  Significant upgrades of the selection software are required due to the rise in luminosity and beam energy and the consequent greater event complexity, to incorporate IBL and FTK information, and to maintain HLT rejection following the Level-1 upgrades.
There is a continuous and fast moving evolution of computing technology, with rapid development of Graphics Processor Units (GPU) and the emergence of new CPU architectures with Many Integrated Cores (MIC). There are already GPU cards with more than 1000 processors and MIC chips with more than 50 CPU cores are expected in 2013. Significant software changes are required to maximize the benefits from use of MIC technologies and to exploit the power of coprocessors such as GPU. Much of this work is common to the trigger and offline and this is reflected in a close collaboration between WP9 and WP10.
WP9 deliverables are linked to the following timescales: single-node HLT farm (Autumn 2014); FTK (target 2016); TDAQ Phase-II TDR (2016); L1 upgrade (2019).
[bookmark: _Toc201754620]UK contribution to High Level Trigger maintenance & operation 
The UK has a very significant investment in, and ongoing commitment to, the HLT with major responsibilities for the HLT selection software, data-flow and processor farms. The UK led the design, production, installation and commissioning of the Read Out Buffer input boards (ROBin) that form the core of the ROS. Half of the 700 boards were manufactured and tested in the UK. The UK was also largely responsible for developing the ROS software, which handles data requests and data movement within the ROS PCs. The UK contributed to the purchase of the PCs for the HLT processor farms and the network equipment and provided significant input to the specification and procurement of all these commercial hardware items. 

The UK is responsible for the Level-2 and Event Filter Inner Detector Trigger algorithms, providing leadership and 90% of the effort. The UK led the work to develop and commission the muon, electron and photon, B-physics, jet and Missing Transverse Energy triggers and continues to provide major support for these as well as for the tau lepton and b-jet triggers. These triggers were first activated for online selection of events during 2010. Since then significant development has continued, raising thresholds, tightening cuts and developing new selections responding to an increase in the luminosity of 6 orders of magnitude during 2010 and 2011. Throughout this time the trigger has maintained excellent stability and high efficiency. 

M&O support provided by UK experts is essential to the success of the current experiment. This same expertise is also crucial to the success of the upgrade project and so there is an overlap of expert effort between the M&O and upgrade projects. For example, the same experts are needed to support the ROS and network in the current experiment and carry out the design work for the upgraded ROS and network. In the case of the selection software, new effort is essential to carry out the considerable programme of development needed for the upgrade. This effort will be aided and directed by experts dividing their time between the current experiment and the upgrade. This overlap is essential both to transfer skills to new project personnel and to provide the expertise essential to deliver the UK upgrade objectives.  
[bookmark: _Toc201754621]Report on the current High Level Trigger R&D project 
The current R&D project covers upgrades of the inner detector tracking, steering and signature selection software. Changes have been made to the tracking code to provide support for the IBL and FTK. With this infrastructure in place, work can start to optimize the tracking including the IBL and develop strategies for incorporating FTK information. The UK has implemented a new framework for the Level-2 tracking software (L2Star). This framework supports multiple tracking strategies that can be tailored both to current running and to upgrade conditions. Strategies will be developed that use FTK information to provide track seeds that are extended and refitted at the HLT. Extensive optimization and development of the Level-2 tracking code has been performed that has delivered high track reconstruction efficiency up to pile-up levels of 46 (this is twice the design value and corresponds to a luminosity of 1034 cm-2s-1 for a 50ns bunch crossing interval). The big improvement in efficiency obtained is illustrated in Figure 28, which shows tracking efficiencies for electron and muons before and after the high pile-up tuning is applied. The L2Star algorithm has been deployed online to gain operational experience during 2012 running.  Further tuning is required to prepare for pile-up levels of 75-100, predicted for Phase-I.
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[bookmark: _Ref200886397]Figure 28: Efficiency of the ID tracking for electron and muon RoI at pile-up levels of 23 and 46 using the low luminosity tuning (default setting) and the high pile-up tuning (optimized settings).

The HLT Steering software controls the execution of chains of algorithms that perform successive steps of reconstruction and selection leading to the identification of specific trigger objects. The UK will upgrade this software with the changes needed for a single-node HLT farm. These upgrades to the steering software are currently in the design-phase. To aid the design, various options are being evaluated using a software model of the HLT selection process. Detailed information on data requests and algorithm execution times, obtained during online running, has been input to the software model in order to identify the most promising options. We will implement these in the steering software, allowing the predictions of the model to be tested and the design of the upgraded steering software to be finalized. 
In order to evaluate the potential of GPU for the trigger, the UK has implemented the entire Level-2 tracking chain in a demonstrator running on a PC equipped with a high performance GPU. Performance has been measured and compared to that obtained on a standard CPU. Figure 29 shows the execution times of two algorithms, data preparation that converts raw data to clusters and three-dimensional space-points and tracking that performs pattern recognition and track-fitting.  A very impressive speedup was obtained with the GPU code, by a factor of 26 for data-preparation and an average of a factor 12 for tracking, compared to the same algorithms running on a CPU. The results obtained with this demonstrator indicate the very significant performance improvements that could be obtained by exploiting GPUs in the ATLAS trigger. In addition, the techniques and tools that are being developed have a wider application to other co-processors.  However significant further development and programming effort is needed to translate this demonstrator to other algorithms and to the online trigger.    
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[bookmark: _Ref200886506]Figure 29: Comparison of performance measurements for a 2.4 GHz CPU and a Nvidia(R) Tesla C2050 GPU for a simulated ttbar sample at a luminosity of 2x1034cm-2s-1. Left: execution times for the data preparation algorithm as a function of input data volume for two different ROI sizes and for the full event. Right: execution time for the tracking algorithm as a function of the number of space-points in the ROI (x=0.6x0.6) (right).
By the time of its completion, the current project will have put in place the infrastructure needed to allow new and upgraded trigger signature selections to be developed during the construction-phase project. This groundwork is vital now given the long lead time to include new trigger signatures and menus in software releases used for productions of Monte Carlo simulated data. The UK has implemented new muon reconstruction chains that provide an optimal combination of inside-out (ID to muon detector) and outside-in (muon detector to ID) tracking to maximizes efficiency and minimizes execution time. Updated electron, muon, tau, b-jet and B-physics trigger selections based on L2Star have been implemented. The new muon and L2Star chains have been included online to gain experience from 2012 running, and the development chains that allow tests of the inclusion of FTK information have been defined. Menus incorporating all the new chains, developed by the UK, will be used to produce the simulated high luminosity datasets vital for the next stage of the project.
[bookmark: _Toc201754622]Phase-I Construction and Phase-II R&D
WP9 will make the upgrades to the Dataflow and HLT selection software required to adapt to the increase in luminosity and pile-up during Phase-I, to accommodate new detectors (IBL and muon small wheel) and to adapt to changes in the trigger (FTK and Level-1 upgrades). In addition WP9 will make the software changes necessary to fully exploit advances in computer hardware including the exploitation of many-core processors and the use of coprocessors, such as Graphical Processing Units. This work-package is divided into four tasks: Dataflow and HLT farm, ID tracking, Core Software and Menus and Signatures. These tasks include both the Phase-I construction work and the R&D for Phase-II. Details are given in the following sections.
For Phase-II, R&D is needed to develop new trigger selections and trigger menus that will maintain HLT rejection following the upgrade of Level-1. It is likely there will be substantial changes to the Dataflow and Selection software for Phase-II. Although the implementation of these changes is not part of the current bid, a small amount of effort (at the 10% level) is required to provide the R&D needed to evaluate emerging technologies and develop a baseline for the dataflow architecture and trigger selection strategy. This baseline will be developed based on performance measurements made using data and MC simulation, combined with test-bed measurements and the results of software models of the dataflow and trigger selection. To enable these performance studies to start, effort is needed to develop selections and menus and adapt the HLT tracking to the new tracker and to exploit L1Track information. 

[bookmark: _Toc201754623]Dataflow and HLT farm:
For the start of running in 2014 the HLT will be reconfigured to a single-node farm, illustrated in Figure 2. Combining the Level-2, Event Builder and Event Filter functionality on each farm node will remove the current rate limitation at the Event Builder and reduce data requests to the ROS by removing the duplication of requests from Level-2 and the Event Builder. It will also improve maintainability by reducing the complexity of the network and farm, and remove the need for L2/EF load balancing. To provide for an increase in the Level-1 accept rate to 100 kHz and handle the larger events, the network and dataflow system will be upgraded. With the addition of FTK, and as data rates continue to increase with luminosity, further upgrades will be needed. The network connections from the ROS will be upgraded (from 2x1 Gbit/s links) to a 10 Gbit/s Ethernet connection at each ROS PC and, via link aggregation to 100 Gbit/s Ethernet connections to the central core. This upgrade will allow the Level-2 processing to use more data from each event and will allow an increase in the rate at which events are built. As well as changing the physical network other network changes are required, such as adding Quality of Service (QoS) prioritization. Prior to deployment the network changes will be evaluated on a test-bed at CERN and by using discrete event simulations. 
New ROS components will be installed, starting in 2014, to provide for the addition of the IBL and the subsequent addition of the FTK and to increase dataflow for subsystems with data rates approaching the limit. The current ROS consists of custom ROBin (ReadOut Buffer-input) cards hosted in rack-mounted ROS PCs with each ROBin being connected to 3 ReadOut Links (ROLs). There are 1800 Readout links connected to 600 ROBins hosted in 150 ROS PCs. A new generation of ROBin card, the ROBinNP, will use advances in FPGA and bus technology to provide a flexible ROS system with greater performance, matching that of the upgraded network. A mezzanine card is being developed which will allow 12 ROLs to be connected to each ROBinNP reducing the number of ROBinNPs needed by a factor of 4. Prototyping and design work is currently ongoing as part of the R&D project with the aim of series production starting at the end 2013, with installation in 2014. Additional ROS PCs will be installed for FTK in 2016. The current ROBin was a joint project between the UK, Heidelberg and CERN. The UK provided major design input and 1/3 of the funding. The overall cost of the ROS upgrade, including the ROBinNP, is 2 MCHF, with a (1/3) UK share of £0.5M.  
Major changes to the dataflow are foreseen for phase-II. Following the deployment of the upgraded ROS, work will start to define the requirements of the system and to evaluate candidate technologies in order to define the baseline design. A test-bed will be established for performance evaluation and test-bed measurements will be complemented by discrete event simulation to predict the performance of the full-scale dataflow system.
In addition to the dataflow changes, the HLT farm CPU will be upgraded to provide additional processing power for Phase-I. This is needed due to increased per-event processing times resulting from the higher levels of pile-up and the need for new, more complex, selections to maintain HLT rejection following the Level-1 upgrade.
[bookmark: _Toc201754624]ID Tracking software
The HLT ID tracking code will be upgraded to maintain efficiency and limit the rise of algorithm execution times as luminosity increases and events become more complex due to the higher levels of pile-up. In addition to minimizing the average per-event processing time, it is important to prevent very long execution times that would otherwise cause time-outs. The tracking will be optimized for pile-up levels of 75-100, predicted for Phase-I, and for the addition of the new pixel layer (IBL).  The tracking code will be upgraded to benefit from a greater integration between current L2 and EF algorithms that is possible with a single-node farm architecture. The ability to re-use information calculated at the previous level will allow trigger chains to be simplified and execution times reduced. Long execution times can result from very busy events with many overlapping ROI. The frequency of occurrence of such events will rise with the increase in beam energy and luminosity.  It will, therefore, be important to add functionality to merge overlapping ROI, or possibly perform full event reconstruction for very busy events. Changes will also be made to integrate FTK information into the HLT tracking. FTK will provide initial track parameter information that can be used to guide (seed) the HLT tracking which will add TRT information and refine and refit the tracks. 
To enable Phase-II studies, the HLT ID tracking code must be redesigned to work with the replacement Inner TracKer (ITK). It is important for this work to start now in order to feed input from HLT considerations into the tracker design. It is important to include possible pre-HLT information from L1-track and FTK in order to optimize the HLT algorithms benefiting from all available tracking information.
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The trigger steering software will be upgraded to fully exploit the advantages offered by the single-node farm architecture by combining the Level-2 and Event Filter steering. One potential benefit comes from greater flexibility in the way event-building is initiated. Possible options include event building at a fixed point (as currently happens at the end of Level-2) or dynamic event building, for example initiated for a given event when more than a pre-set fraction of data is requested.  The various options will be evaluated both using a software model of the HLT selection process and by re-running the trigger on data and simulated high luminosity events.
A potential issue with increasing beam energy and luminosity is an increased rate of very complex events that cannot be fully processed in the time available at the HLT. The steering software will be upgraded to prevent time-outs by providing new processing strategies for these very complex events. The core software must also be upgraded to provide support for the IBL and to adapt the steering strategy for the introduction of FTK. 
Significant changes to the offline and online software will be required to fully exploit the evolution of computer processors to many-core (MIC) architectures and to profit from the developments in co-processor technologies such as GPUs. It vital that the HLT code is able to fully exploit these advances in order to meet the demands of rising computing load as event complexity increases and as more sophisticated, offline-type, trigger selections are moved online to maintain HLT rejection. To achieve this, offline and online software must be parallelized. This can be achieved both at the event or ROI level, with changes to the core software, and within the algorithms themselves, requiring substantial changes to the algorithmic code. Work packages WP9 and WP10 will work closely together to achieve these goals, specifically in the exploitation of parallelization within the offline and online frameworks, the parallelization of tracking code and the exploitation of MIC architectures and coprocessors, such as GPUs.  The UK plans to modify the existing ATLAS framework software to allow parallel processing within an event at the level of an ROI and will provide tools to enable deeper parallelization, such as at the level of a track. At the same time, the UK will pursue parallelization within individual trigger algorithms using co-processing techniques to speed up processes identified as bottlenecks in a non-parallel environment.  Profiling tools developed in WP10 will be used to identify areas to target for parallelization, to evaluate improvements made and to determine areas where further parallelization is needed.
An important issue is how to incorporate parallelized components into the main software when these components are written using different, platform-specific, languages and compilers. A promising solution being pursued is to extend the ATLAS software framework to provide a client/server interface that will allow cpu-intensive tasks to be executed by optimized HLT code running on a GPU server. This solution will be evaluated on a UK HLT test-bed composed of PCs equipped with high performance GPUs. 
A major revision of the HLT software is foreseen in readiness for Phase-II to match the upgrades of the detector and Level-1 trigger and to benefit from Phase-I operational experience to improve the core software. There will also be changes, in common with the offline, to exploit developments in computing hardware and software, possibly including a change of framework and/or programming language.
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The code to identify and select trigger objects (signatures) will be upgraded to exploit the new single-node architecture, which will allow greater integration of Level-2 and Event filter selections. Upgrades are also needed to address the increase in beam energy and luminosity during Phase-I. Selections will be upgraded to reduce pile-up dependence, introducing new selection parameters where needed. Developments are also needed to benefit from the Level-1 upgrades (addition of a topological processor, use of fine-grained calorimeter information at Level-1 and the addition of the new muon small wheel). As a result of these changes, some of the rejection-power of the current Level-2 will be moved to Level-1. New more offline-like HLT selections will be developed, where needed, to maintain rejection.
The signature selection code will be upgraded and re-optimized to include information from the IBL and FTK. The addition of the IBL is particularly significant for signatures based on primary vertex and secondary vertex finding, such as the b-jet trigger. The addition of FTK will permit new selections to be developed benefiting from the availability of tracking information for the whole event at rates up to the full Level-1 accept rate. For the b-jet trigger, event-by-event 3D primary vertex reconstruction will be possible, rather than the 2D average beam-spot position currently used. New selections will be created for multi‐b‐jet triggers, lepton‐plus‐b‐jet triggers, and dedicated b‐tags for boosted topologies that will become increasingly important with increasing beam energy and luminosity. New B-physics triggers will be developed for final states including muons and hadrons (e.g. BX), where FTK can provide information on the final state tracks outside the Level-1 muon ROI. For tau, electron and muon triggers, FTK will allow track isolation cuts to be applied earlier, at the start of HLT processing. For Jet triggers, track information can be used to associate jets to reconstructed primary vertices providing a significant increase in rejection power. 
The muon reconstruction and selection code will also be upgraded to benefit from the greater integration of the Level-2 and Event Filter. The addition of FTK track information offers the possibility to identify muons at the HLT in regions not covered by the Level-1 muon trigger, thereby increasing the muon trigger acceptance by 30% in the barrel region. Muon isolation will become increasingly important as a tool to control trigger rates as luminosity increases. The muon isolation requirements will be tuned for high luminosity and adapted to incorporate FTK track information.  The muon code will also be adapted to include information from the new muon small wheel that will improve triggering in the forward region high (1.3<<2.4).
The trigger signature upgrades will be developed and tested using simulated high luminosity data and by running the upgraded trigger on previously recorded data. In addition to upgraded trigger selections, trigger menus must be developed that include all the new trigger chains. Significant development will be needed to provide menus tailored for each stage of the upgrade. Trigger menus will be developed for the single-node farm architecture, the addition of FTK, the Level-1 upgrade and trigger studies for Phase-II. A series of productions will be needed running trigger menus on high luminosity simulated data. Separate productions will target different stages of the upgrade. Significant effort is needed to liaise between UK HLT experts and the central ATLAS production team to ensure that the appropriate trigger menus are in place, and that upgraded trigger code is included in the production code releases and that the required datasets are produced. A similar investment of effort is needed to enable the upgraded trigger selections and menus to be tested by re-running the trigger on recorded data.  The datasets produced will be used to test and optimize new selections, predict trigger rates and determine trigger strategy in terms of the balance of output bandwidth assigned to different physics channels.
[bookmark: _Toc201754627][bookmark: _Ref201754801]Phase-I Construction: Software & Computing Upgrades 
WP10, April 2013-March 2018
(Last updated 12/6/12 v4)
[bookmark: _Toc201754628]Introduction
The areas selected for UK effort reflect those of existing UK leadership and expertise, namely the ATLAS-specific elements of the distributed computing system, the ATLAS simulation, the software for the tracking system and the visualization tools. The UK leadership in simulation has increased during the course of the current project, as we provide one of two ATLAS coordinators (Clark), and the Edinburgh group has focused resource on this activity, as has Oxford. We also continue with our lead in the radiation environment assessment and simulation (Sheffield). The UK also has leadership in the central ATLAS Computing Upgrade (Jones).
[bookmark: _Toc201754629]Report on current Computing and Software R&D project
The computing and software activity is a well-established component of the existing R&D project. Its main focus has been on software to support the other work-packages, but with a base-line activity in more general computing upgrade needs. 
Of necessity, the main focus of effort at this point has been simulation. The UK has leadership in this area, providing one of the two simulation coordinators. The UK has been central to the redesign of the simulation infrastructure, which now allows the different levels of simulation (frozen simulations, fast simulation and full simulations) to be combined in different ways. This is essential to allow sufficient events to be simulated for upgrade studies efficiently and within the available resource budget. Equally, the UK has been involved in the software optimization that now allows the upgrade event simulation to be performed within a reasonable memory profile. We are engaged in the acceleration of the full Geant-4 simulation.  We have been key to the technical developments to support the upgrade detector simulations, such as the implementation of 64-bit identifiers for the various detector elements. The UK is also involved in the simulation of the various layouts of SCT and pixels, and the comparison of their different performances. Examples are given in Figure 30 and Figure 31. We are currently investigating the newly proposed ‘Cartigny’ layout.
[image: ]
[bookmark: _Ref201063931]Figure 30 Impact parameter resolution for default and reduced/thin pixel layers.
[image: ][image: ]
[bookmark: _Ref201063961]Figure 31 The hit distribution in the Utopia and Cartigny layouts
Our R&D in frameworks and new architectures was descoped after PPRP review, and has concentrated on the testing and commissioning of the AthenaMP framework (to improve memory management when running on multi-core machines) and limited studies of the use of GPU co-processing for z-finding and in statistical fitting. The AthenaMP framework is now close to the point of widescale use, with only a few problems remaining in simulation and reconstruction. The framework is now under investigation for use in the HLT, who are facing memory restrictions with the unexpectedly fast increase in luminosities. The z-finding work has been taken on by the HLT, and we continue to co-operate; it will form the basis of the new architectures work in the next phase. (See the GPU studies reported in the WP8 R&D project.)
The UK leads the radiation environment and simulation studies. We have successfully compared the predictions with data from the 7TeV running as shown in Figure 32, and are feeding this back into the FLUKA simulation. We are using the knowledge gained in the design of the upgrade service routing, which has an important affect on the expected fluences and occupancies. More recent work has begun on the prediction of the radio-activation of Atlas detector components. This work will have a deep impact on the Phase-II tracker design.
[image: comparison.png]
[bookmark: _Ref201063895]Figure 32 The measured versus simulated fluences in the SCT at 7TeV running.
The UK also leads the Atlantis visualization effort, which will be invaluable for simulation, reconstruction and physics studies. Work has been ongoing optimizing this for upgrade studies, and implementing a more general geometry description, including 64-bit identifiers. Work has also been 8nderway on new views to better present jets in dense environments.
[bookmark: _Toc201754630]The Computing  & Software Upgrade project
The computing work-package of the ATLAS UK upgrade has three areas of activity. While all strands exist in the current phase of the upgrade project, there are changes of emphasis in the future planning. Notable examples are the significant effort to be placed in the development of tracking software, work on the required changes to the ATLAS distributed computing system and an increased activity in assessing the performance.
The first is the development of computing and software environment that enables the upgraded ATHENA to run an provide simulation and reconstruction for the detector and trigger design of the upgraded detector, and to deal with the event complexity and data volumes implied by the upgraded detector.   While the UK, with others, has provided a robust software suite for the pattern recognition and track reconstruction in the current ATLAS detector, and this has worked with a good efficiency in terms of the proportion of tracks reconstructed and to a lesser extent in terms of processing time per event un the current pile-up conditions, both of which will be breaking down by Phase I luminosities. Simply in terms of the efficient pattern recognition, new algorithms will be required. The good performance achieved in the existing software is as a result of our close involvement with the hardware construction. We believe a similar close engagement in both complementary activities is essential for a successful tracking upgrade project. For ATLAS Distributed Computing, the UK provides expertise in the generation of the ‘pilots’, short jobs that detect the status and availability for work of Grid sites, and which direct the ATLAS workflows on the Grid, and into the data storage and access through the Grid-based ATLAS Distributed Data management. 
The second strand deals with the evolving hardware and software technologies, which will require significant changes to our software and computing to remain efficient and affordable. Only small prototype exercises performed jointly with the High Level Trigger have been possible in the current project funding envelope. However, the future evolution of commodity computing hardware is now becoming much clearer. As anticipated, many-core processors along with onboard vector-like co-processors seem to be the vendors’ preferred route to continuing the Moore’s Law growth in computing power (an example being the MIC architecture from Intel.) This will require the application of the memory-reduction methods, job-level and event-level parallelism currently under development in ATLAS, and the deployment of vectorized applications as currently being trialed using GPGPUs. However, this will not be sufficient to exploit the many-core processors, and algorithmic parallelism and subevent-level parallelism, and properly thread-safe code will be required.  This is a major task, but is one to which the UK should contribute, and it will constrain the concurrent developments for the new detectors and increased event complexity.
The third strand is the evaluation of the performance of the upgraded detector and software. Each computing task has an element of performance evaluation as part of its development process. However, a holistic performance evaluation is also essential to ensure that the upgrade delivers the required physics potential. This activity will consider benchmark processes, and examine the required and delivered physics performance of each component and of the integrated detector, trigger, processing and analysis system. The requirements will fed back to the system design and the performance will continue to be assessed through the constriction phase both with simulation and where possible with real data of increasing luminosity and energy.
The detailed planning for the ATLAS Computing Upgrade through Phase I and leading to Phase II is currently underway, with a report due in early August, with a chapter in the Phase II Letter of Intent later in the year. The detailed later UK contributions will be revised in the light of that planning, so small changes of emphasis may be expected; however, the expertise and general work-plan are presented here.  Our activities up to the phase-I upgrade are already largely set and expressed in the current UK upgrade project, but with a slow transfer of emphasis from simulation to work on reconstruction and frameworks. 
[bookmark: _Toc201754631]UK contribution to Computing & Software maintenance & operation 	Comment by Craig Buttar: Can you add something about this. See John Baines’ discussion in HLT section.
The resource request made here complements the ongoing development effort for the existing code-base and detector. These more minor changes are undertaken under the existing M&O, and the existing system must continue and develop in parallel while the more major changes to the computing and software are prototyped and brought to production readiness. 
In terms of existing M&O, in addition to operating the distributed computing system and evolving it to accommodate the continual changes in the underlying middleware, the UK also has commitments to maintain the tracking code it developed. The distributed computing responsibilities focus on the system producing the ‘pilot’ jobs that guide work to suitable sites, distributed databases, simulation and reconstruction operations and the support for distributed analysis. Our main ongoing software responsibilities lie with the current simulation framework, the primary and secondary vertex finding and fitting and V0 finding and reconstruction; we continue to lead the RTT software validation suite and the Atlantis visualization activity.
Clearly, our construction and ongoing M&O expertise in the existing system is complementary and will inform the new computing system, simulation and reconstruction software design; for that reason, effective use may be made of small fractions of existing expert effort that will continue with the current system, working with new effort who will work exclusively on the new system. It may also be complemented by other activities that fall under the central ATLAS upgrade project, such as those in data preservation and access; UK involvement here may more properly fall in other bids to STFC and elsewhere.
[bookmark: _Toc201754632]Frameworks & Computing
In order to exploit the computing hardware likely to be prevalent at the start of Phase II, the code must be thread safe and parallelized where possible and efficient. This will require changes in the algorithmic code, but the framework must also be changed to support these features. These framework developments will also greatly aid the High Level Triggers. The Gaudi core, a major component of our current framework and shared with LHCb, is about to be redesigned with these ideas in mind, and ATLAS must either follow these changes or, if they are not suitable for our purpose, find alternative solutions. 
The UK is currently active in the deployment and testing of the AthenaMP development of the existing framework. This prevents unnecessary reloading of common memory objects when events are processed in parallel on several cores in a processor. This important development will be insufficient for Phase II, but provides essential experience for the required further work. It is important that the UK have an active involvement in this area to provide a direct channel into the framework choices from the trigger and algorithm developers, and to provide the reverse communication to the UK software developers.
The required changes do not stop at the level of the framework. The ATLAS distributed computing system will need many modifications to support the new workflows, as well as adapting to new hardware and new distributed computing techniques. The UK will focus its efforts on the changes required for supporting the new workflows, particularly around the simultaneous use of many cores on a single processor. This will require development in the ‘pilot’ jobs that discover the available capacities of sites and pull-in work, and the pilot factories themselves. The UK is already expert both in the existing pilot system and in the issues surrounding whole-node scheduling, as this forms part of our AthenaMP commissioning activity.
[bookmark: _Toc201754633]Core Simulation
The UK upgrade simulation work is focussed on providing the support and infrastructure to quantify performance of future tracker layouts. For the high-luminosity upgrade (Phase-II 2022-23) a replacement of the current tracking system with an all-silicon tracker is planed. The Letter of Intent submission is intended for the first half of 2013, a TDR will follow 2015-2016
The UK will contribute to this effort in several ways:
•        Adapt the simulation for new inner detector layouts (e.g. Utopia & Cartigny)
•        Support the production of Monte Carlo samples with new layouts
•        Adjust digitisation and reconstruction parameters as needed (e.g. digitization settings for thinner sensors, tuning of cluster splitting algorithm)
•        Improve the simulation performance in high track environment (e.g. parameter or algorithmic changes)
•        Quantify the expected physics performance (e.g. resolution, efficiency, b-tagging)
•        Investigate alternative layouts (e.g. Conical layout) and those specific to L1Trk requirements 
•        Revise simulation with more detailed engineering information as it becomes available.
•        Provide support documents for the LoI and the TDR
[bookmark: Integrated_Simulation_Framework]
The increase of recorded luminosity at the LHC means that the corresponding demand on simulated Monte Carlo events rapidly increases. The huge requirements for more refined physics analyses will also increase, e.g. SUSY searches, precise Higgs measurements. This can only be met through the utilisation of fast simulation strategies that enable faster production of large Monte Carlo samples. An Integrated Simulation Framework (ISF) is a being designed to allow greater flexibility to perform simulations using hybrid full and fast simulation algorithms in the same framework. This highly configurable framework will mix fast calorimeter simulation (Atlfast-II), with fast inner detector and muon track simulation, to allow an optimal balance between precision and execution time. It will be built into the ATLAS event data processing framework Athena and designed to allow for extension and application of parallel computing techniques. 
It is based on the requirement to run all simulation types in any sub-detector for different particles within the same event. Any particle to be processed by the ISF will get passed through configurable routing chains for the current detector sub-volume, and then simulated according to the first filter rule that applies to its current properties. This framework will be designed to extend to new simulation types and all simulation options will be set transparently through the same user interface. 
The UK will lead the effort to implement Geant4 into ISF and develop framework tools to allow parallelisation by forking processes, such as track simulation, within an event.  These tools will be developed in the existing ATLAS framework, or possibly in a new ATLAS framework, as one better suited for parallelisation becomes available. It will require modification of existing ATLAS software to accommodate sub-event parallelisation.  These tools will be used to provide further improvements in the speed of simulation of ATLAS events. In addition, we will speed-up Geant4 using vectorisation and other co-processing techniques to allow the simulation to effectively harness the power of modern architectures.
[bookmark: Bookmark][bookmark: Upgrade_Detector_Simulation]As well as developing the ISF and the simulation tools to support the upgrade environment (and guide the upgrade detector development) we will provide studies specific to Geant4 within the framework parallelisation effort on the impact of using Athena tools and services in a multiprocessing environment.
[bookmark: _Toc201754634]Reconstruction: Tracking Software & Visualization
We believe it is vital that the UK contributes to the development of the tracking software, as a major contributor to the construction effort and as an adjunct to our work with the tracking hardware and our work with the tracker simulation. We not only have considerable experience with the existing ATLAS, but also experience of pattern recognition and reconstruction in dense track environments and expertise with co-processor and GPGPU programming. The tracking activity will work closely with the High Level Trigger activity in the UK, seeking common solutions wherever possible and optimal for the physics.
The UK tracking involvement will take several forms. 
The first will be close to the UK hardware interests, working on the hit reconstruction, and subsequent pattern recognition.  This code must not only deal with the high event complexity, but also be configured to make optimal use of the hardware through vector and parallel operations at the algorithmic level. The same observation can be made for the next step, track fitting, which is an area where the UK has already demonstrated the great potential of co-processing and intends to contribute expertise. This work is a direct complement to our close involvement in the hardware development. This direct link will be invaluable as the details of material and layouts evolve. 
These both lead to another major area of involvement, the event data model. The work on improved code efficiency will be for naught unless there is a careful redesign of the event data representation for the tracking, using appropriate persistency solutions. The UK will directly bring influence to bear the decisions on the overall persistency solution, both from the offline tracking and from the High Level Trigger, and will work on the implementation for the tracking. 
Finally, the UK will continue its involvement from the original ATLAS construction in the vertexing and primary vertex determination, both offline and online. Again, close co-operation will be sought with the High Level Trigger development, although the offline requirements will be more stringent and may lead to ultimately different solutions.
Visualization remains an important tool for the detector and software design, the commissioning of that hardware and software and for the physics end-user. Each new version of the detector requires corresponding work on the event display. This then couples with the increasing event complexity in the upgrade, which require new views and representations of the data. Finally, just as in other aspects of computing, the visualization must also deal with changes in the prevailing technology, in part to maintain the best use of the computing hardware for visualization, and in part because the visualization must interact with the rest of a changing code base.
The UK has established leadership with the ATLANTIS event display, which is used both online and offline. During the remaining design period, the UK will implement the required detector design implementations. In the latter part of this phase, it will begin a code renew and refresh process to accommodate the emerging new software, and to improve efficiency. As Phase II approaches, increasing fractions of the effort will go to providing new views and meeting direct requirements from the clients, as in the initial ATLAS deployment.
[bookmark: _Toc201754635]Radiation Environment & Simulation
Understanding the increasing radiation backgrounds at the ATLAS upgrades will be crucial for successful design and operation. Sheffield has unique experience and expertise in all areas of radiation and radiological assessment and continues to be recognized internationally as leaders in this field.  A considerable body of data already exists, and the UK is working to use this to understand the true radiation damage and to improve the simulation. The information gained will inform the upgrade design in an attempt to mitigate the radiation damage in the upgraded detector. This dataset will grow, and higher energy data will become available. Three main areas need addressing. 
1. Simulations and predictions for the ATLAS upgrades, especially for the Phase II tracker. The design of the tracker requires input from radiation simulation to predict the increase in silicon leakage currents, which reduce signal to noise, and increases power consumption and heating. Predicting the future signal to noise performance and occupancies allows the boundary between pixel or strip detectors to be optimized. It has been shown in the recent SLAC workshop by Sheffield that a reliable description of the service material is very important for these simulations. Currently the simulations are performed using FLUKA, though recent comparison studies by Sheffield show that radiation background simulations with AthenaG4 may be feasible which would allow greater integration with the physics performance simulations.
2. Verification of the simulation of the silicon damage fluences at 8TeV and 14TeV, following on from the successful 7TeV comparison of measurements with simulation. These will again focus on the inner detector regions, but include also the rest of ATLAS; the work is particularly critical for the calorimeter, influencing their electronics design and that for the forward cryostat. Reliable extrapolation to the LHC upgrades rest heavily on the benchmarking of the Monte Carlo simulation codes. At the same time, the performance of the current ATLAS SCT silicon system needs to be continually evaluated so that lessons learned can be fed into the Phase II inner tracker design. 
3. Predictions of radiation environment from radio-activation to inner tracker personnel will be crucial for the future Atlas upgrades. Already at the long shutdown LS3 preliminary predictions show that radiation levels will be high enough so that robotic handling may be necessary. It is important to study strategies for mitigating the exposure to personnel and the Sheffield group is working with ATLAS Technical Coordination and CERN Radiation Protection to help coordinate and understand these issues. During the shutdown of 2013 the radiation from activation will be significant and the opening of ATLAS will allow a comprehensive assessment of simulated predictions versus measurements, allowing more accurate predictions for the Phase II tracker upgrade.
[bookmark: _Toc201754636]Physics Performance Evaluation
A key element of all of the above developments is performance evaluation, which is implicit in each of the development activities. However, a final stage is the holistic evaluation of the performance of the whole upgraded detector using physics processes. It is essential that the physics goals of the upgrade can be shown to be met by the upgraded detector, and this will form a key element of the TDRs. We will engage in this activity as part of the overall design evaluation for the upgrade. Once each final design decision has been made, the associated physics validation activity will be transformed into a validation activity to ensure correct implementation.
[bookmark: _Toc191367905][bookmark: _Toc201754637]Management and Organization
[bookmark: _Toc191367906][bookmark: _Toc201754638]ATLAS-UK Organization
The outline of the ATLAS project including the Upgrade is shown below:
Organogram to be updated with new WP breakdown an WP managers (info from RN, NG, RJ)
ATLAS Upgrade UK PMB: C. Buttar
(Area managers and I. Wilmut)
WP9 – SW + Computing
R. Jones
Tracker Area: R. Nickerson
WP2 - On Detector
P.Phillips
WP3 - Off Detector
B.Hommels
WP4 -
Mechanical
T. Jones
WP5 -
Pixels
C. Buttar
Tasks
Tasks
Tasks
Tasks
Programmes
Tracker UK management
Trigger Area: N. Gee
WP6 – L1Calo
M. Thompson
WP7 – L1 Track
N. Konstantinidis
WP8 -
HLT
J. Baines
Tasks
Tasks
Tasks
ATLAS UK Collaboration Board (Institute reps, M&O project leaders, Area managers)
STFC OsC
ATLAS M&O Activities
International ATLAS management
International ATLAS Upgrade management


ATLAS-UK Management
ATLAS-UK Spokesperson (Dan Tovey to Dec 2012, Steve Lloyd Jan 2013-Dec 2016) 
The spokesperson chairs the ATLAS-UK Collaboration board and oversees all ATLAS operational and R&D activities in the UK and is the P.I. for the Upgrade grant. They interact with STFC on behalf of ATLAS-UK. They are invited to the ATLAS RRB.
ATLAS UK Collaboration Board This is the senior decision-making organ of ATLAS UK. It is chaired by the ATLAS-UK spokesperson. It consists of representatives of all the UK institutes in ATLAS, the project leaders for the current ATLAS project: SCT, L1-trigger, HLT, Computing, and the Upgrade and the Upgrade Area Managers. The UK CB meets typically twice a year for face-to-face meetings, with additional teleconferences and email communication as required. 
The Collaboration Board reviews all input to STFC including Upgrade oversight committee reports and any funding requests including the Upgrade bid to the PPRP. 
[bookmark: _Toc201754639]ATLAS-UK Upgrade Management structure
The upgrade project leader has overall oversight of the Upgrade project and reports to UK-CB, and reports to and interacts with STFC and ATLAS Upgrade management. The three principal areas of the project: Tracker, Trigger and Computing are all managed by an area manager, supported by a project engineer where appropriate. They co-ordinate the work across WPs in the different areas. The day-to-day management of the project is the responsibility of the work package managers. 
The project leader is supported by the project officer who collects the project management information: commit and spend, progress with milestones and deliverables and status of watch list items, which is discussed at the PMB and the CB, and used to prepare the OsC reports. They also collect information for future projects. The project administrator provides support with SSC, extracting spend and staff information and helping with the placing of orders in SSC. 
ATLAS-UK Upgrade Project Management Board (PMB)	This body consists of the Project Leader (C. Buttar), Project Engineer (I. Wilmut) and the area managers. It meets monthly by phone to review progress and manage issues that impact the work areas and thus the whole project. It is through this body that Working Allowance calls, changes in task scope, preparation for OsC and responses to CERN schedule changes are discussed and actions proposed for approval by the UK CB. 
Tracker UK Management (WPs 1-6) This is a team consisting of the Area manager (R. Nickerson), Project Engineer, leaders of the tracker work packages (WPs 1-6), and a CERN management representative (P. Allport). These WPs are very closely linked and will produce common deliverables, so regular meetings are needed to ensure good progress towards common goals. Cross-WP Programmes are discussed in detail and actions on specific WPs created to ensure consistent motion towards common goals. At these meetings costs and schedules are reviewed and updates from CERN are digested.	Comment by Craig Buttar: Note to Richard/Roger: should we someone from WP10 to report on performance studies?
Trigger UK Management (WP6,7,8)	This group is made up of the Area manager (N. Gee), Project Engineer, and WP 6-8 leaders. The trigger WPs are independent of each other and will produce different and independent deliverables. The group meets to monitor progress in the WPs and to prepare a report for the PMB and discuss global ATLAS trigger issues.
Computing and Software (WP 9) As WP9 plays a central role in many aspects of the project as well as being a WP in its own right, the manager (R Jones) is a member of the upgrade PMB.
WP Management The WP manager directs the work of the WP and is responsible for the staffing and budget. Internally to each of the workpackages are weekly or biweekly phone meetings where task managers and other group members report progress or problems. These meetings are where all management issues are addressed, including selection of speakers for meetings, any budget matters etc. In addition to the phone meetings, there are periodic physical meetings that usually focus on particular areas in need of more extended discussion. The WP manager reports at the relevant area management meetings.
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Fig. 7: Expected uncertainties on the measured ratios of the Higgs widths to final states involving bosons only (left) and bosons
and fermions (right), as a function of the Higgs mass. Closed symbols: two experiments and 300 fb" per experiment (standard

LHC); open symbols: two experiments and 3000 fb~* per experiment (SLHC). Direct and indirect measurements have been
included (see text).
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Figure 14: Cross sections (in nanobarns) for the five different scattering processes of longi-
tudinal weak gauge bosons: SM with a 120 GeV and a 1 TeV Higgs in the upper line, in the
middle: SM without a Higgs without and with K-matrix unitarization, respectively. In the lower
line, the case of α4,5 switched on are shown, on the left without, on the right with K matrix
unitarization. The contribution from the forward region is cut out by a 15 degree cut around
the beam axis.
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Figure 14: Cross sections (in nanobarns) for the five different scattering processes of longi-
tudinal weak gauge bosons: SM with a 120 GeV and a 1 TeV Higgs in the upper line, in the
middle: SM without a Higgs without and with K-matrix unitarization, respectively. In the lower
line, the case of α4,5 switched on are shown, on the left without, on the right with K matrix
unitarization. The contribution from the forward region is cut out by a 15 degree cut around
the beam axis.
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Figure 1.5: Expected signal and background for a 1.5 TeV WZ resonance in the leptonic decay
channel at 300 fb−1(left) and 3000 fb−1(right). (Note the scaling of the vertical axis)



decay. Efficient lepton triggers will therefore be crucial, as will accurate lepton measurements
with the new inner tracker.



Further investigation of new physics signatures. ATLAS will give unprecedented sensitiv-
ity to physics beyond the Standard Model. Many models of such physics predict the existence
of a wide spectrum of new particles. However, some of these may not be accessible to detailed
study with either the design-luminosity LHC or a TeV-scale linear collider. For these states,
a ten-fold increase in LHC statistics has a major impact, enabling the discoveries and preci-
sion measurements which would be crucial for developing a complete understanding of the new
physics.



One of the main classes of new physics model which ATLAS hopes to discover is supersym-
metry, which seeks to solve the SM gauge hierarchy problem and at the same time provides a
natural candidate for the dark matter. If SUSY signals are seen at ATLAS the role of the Phase-
II upgraded ATLAS detector will be to find evidence for decays of supersymmetic particles into
final states with small branching ratios (e.g. containing Higgs bosons see Fig. 1.6 [16]) and to
observe the direct production of those sparticles without strong couplings (such as sleptons and
gauginos) whose production rates may be too small to observe at design-luminosity. Observa-
tion of such processes will strongly constrain the SUSY model by enabling cross-section and
mass measurements, the latter via end-points in lepton and jet invariant mass distributions. An-
other exciting possibility enabled by enhanced LHC luminosity and pioneered by ATLAS UK is
the measurement of characteristic SUSY particle spin-statistics through subtle differences in the
shapes of these invariant mass distributions. Such measurements will be vital for distinguishing
between SUSY and alternative interpretations such as Universal Extra Dimensions (UED) (see
Fig. 1.7 [17]).



Alternative new physics models sought by ATLAS include those generating new gauge
bosons such as a Z� or a W �. These particles can occur in models with extra gauge symme-
tries or extra spatial dimensions. If such particles are found then it is vital that their masses
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