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What a terrible title?!
2011: OPERA experiment:  
“Faster-than-light neutrino anomaly”.

2014: BICAP2: 
“Gravitational Waves in the Cosmic Microwave 
Background”.
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BUT…
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The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.

5.6. Systematic uncertainties
Hereafter, in cases where two uncertainties are

quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → ℓ+ℓ−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.
The uncertainty on the expected fractions of signal

events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.
The total uncertainty on the mass resolution is ±14%.

The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.
The statistical analysis of the data employs an un-

binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).
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The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.
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quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → ℓ+ℓ−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.
The uncertainty on the expected fractions of signal

events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.
The total uncertainty on the mass resolution is ±14%.

The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.
The statistical analysis of the data employs an un-

binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).
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component described by a fourth-order Bernstein poly-
nomial is superimposed.
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binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
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rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.
The total uncertainty on the mass resolution is ±14%.

The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.
The statistical analysis of the data employs an un-

binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.

5.6. Systematic uncertainties
Hereafter, in cases where two uncertainties are

quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → ℓ+ℓ−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.
The uncertainty on the expected fractions of signal

events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.
The total uncertainty on the mass resolution is ±14%.

The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.
The statistical analysis of the data employs an un-

binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Discovery News: LHC Has Found a Bump: Exotic Physics or Just 
Noise?_

CBC News: Large Hadron Collider data hints at possible new 
particle discovery_

Wired: Cern's potential new particle discovery is 'a total 
game changer’_ 

Gizmodo: Don’t Get Too Excited Yet About the LHC’s Hint 
of a New Particle _ 

Motherboard: Did the LHC Bag a Ginormous New Higgs Boson?_

New York Times: Physicists in Europe Find Tantalizing Hints of a 
Mysterious New Particle_

From http://atlas.ch
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The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.

5.6. Systematic uncertainties
Hereafter, in cases where two uncertainties are

quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → ℓ+ℓ−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.
The uncertainty on the expected fractions of signal

events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.
The total uncertainty on the mass resolution is ±14%.

The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.
The statistical analysis of the data employs an un-

binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.
The statistical analysis of the data employs an un-

binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Photons in the ATLAS detector

> Energy deposit in electromagnetic calorimeter, not in HCAL

> No track (unconverted) or 1-2 tracks (converted)

> Require photon isolation: Σ ET < 7 (or 4) GeV in ΔR=0.4 cone

� Reduces fragmentation component

http://arxiv.org/abs/1202.1762

Compton

Fragmentation

non-isolated

isolated

Measuring photons in ATLAS

10

LAr EM calorimeter:

1st layer: high granularity in 
η up to 2.37 -> γ/π0 

separation (EM shower 
moments)..

2nd layer: collects most of 
the energy… energy deposit 
in the EM calorimeter ->γ 
energy.

3rd layer: used to correct 
for leakage.

Martin Bessner |  Photon and photon+jet production  |  24.07.2015  |  Page 3

Photons in the ATLAS detector

> Energy deposit in electromagnetic calorimeter, not in HCAL

> No track (unconverted) or 1-2 tracks (converted)

> Require photon isolation: Σ ET < 7 (or 4) GeV in ΔR=0.4 cone

� Reduces fragmentation component

http://arxiv.org/abs/1202.1762

Compton

Fragmentation

non-isolated

isolated

Barrel: |η|<1.475;  
Endcap: 1.375<|η|<3.2



Measuring photons in ATLAS
Inner detector (ID)

Measure transition 
radiation -> e/γ 
discrimination.

Track charged particles -> 
γ conversion 
reconstruction.
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Ph t i ATLAS f R 1 t R 2Photons in ATLAS: from Run1 to Run2Photons in ATLAS: from Run1 to Run2Photons in ATLAS: from Run1 to Run2

Introduction to Photons in ATLASIntroduction to Photons in ATLAS
S l h i i i th t t lli i t th L H d C llid (LHC) d fi l t t ith t h t Th iSeveral physics processes occurring in the proton-proton collisions at the Large Hadron Collider (LHC) produce final states with prompt photons. The main
contributions originate from non-resonant production of photons in association with jets or of photon pairs, with cross sections of the order of tens ofg p p j p p ,
nanobarns or picobarns respectively The study of such final states and the measurement of their production cross sections are of great interest as ananobarns or picobarns, respectively. The study of such final states, and the measurement of their production cross sections, are of great interest as a
probe of perturbative QCD and can provide useful information on the parton distribution functions of the proton Prompt photons are also produced in rarerprobe of perturbative QCD and can provide useful information on the parton distribution functions of the proton. Prompt photons are also produced in rarer
events that are key to the LHC physics programme, such as di-photon decays of the Higgs boson with a mass near 125 GeV, occurring with a cross sectiony p y p g , p y gg , g
of around 20 pb at √s = 8 TeV Finally some of the typical expected signatures of physics beyond the Standard Model (SM) are characterized by theof around 20 pb at √s 8 TeV. Finally, some of the typical expected signatures of physics beyond the Standard Model (SM) are characterized by the
presence of prompt photons in the final state They include for instance resonant photon pairs from graviton decays in models with extra spatial dimensionspresence of prompt photons in the final state. They include for instance resonant photon pairs from graviton decays in models with extra spatial dimensions,
pairs of photons accompanied by large missing transverse energy produced in the decays of pairs of supersymmetric particles, and events with highlyp p p y g g gy p y p p y p g y
energetic photons and jets from decays of excited quarks or more exotic scenariosenergetic photons and jets from decays of excited quarks or more exotic scenarios.

The ATLAS DetectorPhoton ReconstructionPhoton Reconstruction

¾Use sliding indo algorithm¾Use sliding window algorithm

¾ Find seed cluster with energy >2.5 GeVgy
¾Form clusters ∆ɳx∆ɸ¾Form clusters ∆ɳx∆ɸ
¾ Run1: converted photons used 3x7¾ Run1: converted photons used 3x7 

clusters in the barrel, unconverted used ,
3x5 clusters in the barrel all objects3x5 clusters in the barrel, all objects 
used 5x5 clusters in the endcapused 5x5 clusters in the endcap. 

¾ Run2: unconverted photons use 3x7 in p
the barrelthe barrel.

¾Measure and calibrate cluster energy¾Measure and calibrate cluster energy

¾¾Match cluster to an ID track

¾ Electron – Photon separation¾ Electron Photon separation
¾Match track to a secondary vertex¾Match track to a secondary vertex

¾ C t d / t d h t¾ Converted  / unconverted photons 
separationseparation

Ph t Id tifi tiPhoton Identification

f¾Relies on variables that describe the shape of the electromagnetic shower in p g
the calorimeter as well as on the fraction of energy deposited in the hadronicthe calorimeter, as well as on the fraction of energy deposited in the hadronic
calorimeter Improvements for Run2 → A new pixel layer (Insertable Blayer IBL) R=3 3cmcalorimeter.
¾2 diff t t f t ith i i b k d j ti d

Improvements for Run2 → A new pixel layer (Insertable Blayer, IBL) R=3.3cm

¾2 different sets of cuts with increasing  background rejection used
¾ loose, tight Photon Conversion Reconstruction Performance¾ loose, tight

Example: Due to the fineExample: Due to the fine 
granularity of strips (EM) it isgranularity of strips (EM), it is 

ibl t di ti i h b tpossible to distinguish between    
γ and π using strip variables.γ and π using strip variables. 
Strip granularity in ɳ:0 003 (barrel)Strip granularity in ɳ:0.003 (barrel)

¾Fraction of tight photon candidates reconstructed as unconverted or convertedPhoton Identification Efficiency Measurements g p
as a function of the ET(left) ɳ(right) The contamination of background photons from

Photon Identification Efficiency Measurements
as a function of the ET(left), ɳ(right). The contamination of background photons from
the decays of neutral hadrons in jets is estimated to be smaller than 5%¾Measurement performed in bins of |ɳ| separately for converted and unconverted the decays of neutral hadrons in jets is estimated to be smaller than 5%.¾Measurement performed in bins of |ɳ| separately for converted and unconverted 

hphotons.p
¾Three methods used: photons from Z radiative decays, extrapolation from¾Three methods used: photons from Z radiative decays, extrapolation from 
electrons from Z→ee decays matrix methodelectrons from Z→ee decays, matrix method
¾C bi ti t d th t i ti 5% t 1 2% d i ith E¾Combination to reduce the uncertainties:~5% to ~1-2% decreasing with ET.T

¾Special treatment of correlations among photons to reduce the uncertainty on the¾Special treatment of correlations among photons to reduce the uncertainty on the 
event efficiency for multi photons events:event efficiency for multi-photons events:

¾ L i t H i l t th l ti¾ Large impact on H→γγ signal strength evaluation

¾Stable behavior of reconstruction of photon candidates as a function of <µ>.¾Stable behavior of reconstruction of photon candidates as a function of µ .
Without the changes the number of conversions would have increased significantlyWithout the changes, the number of conversions would have increased significantly
t hi h il i di ti f k iat high pileup, indicating fake conversions.

Conclusions and OutlookCo c us o s a d Out oo

Changes for 2015:Changes for 2015:
•Adaptation of conversion reconstruction to expected pileup conditions and to 25 ns•Adaptation of conversion reconstruction to expected pileup conditions and to 25 ns 
b h ibunch spacing
•Re-optimization of photon identification to improve pileup robustnessp p p p p

√¾For the data taken in 2012, at √ s = 8 TeV, the efficiency of cut-based photon, , y p
identification algorithm increases from 45–50% (50–60%) for unconvertedidentification algorithm increases from 45 50% (50 60%) for unconverted
(converted) photons at E = 10 GeV to 95 100% at E > 100 GeV and is larger than(converted) photons at ET = 10 GeV to 95–100% at ET > 100 GeV, and is larger than
90% for ET > 40 GeV.T
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Photon identification
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Loose vs Tight:

Identification performed by applying cuts over 
discriminating variables (shower shapes) from the 
calorimeter layers.

Shower shapes: variables that describe the shape of the 
electromagnetic shower in the calorimeter, and the fraction 
of energy deposited in the hadronic calorimeter.

Cuts are binned in η, and  
by converted/unconverted photons.

Pileup robust.
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Photon isolation

Isolated photons

Computed from topological clusters
with �R < 0.4.

Pileup and underlying event
contributions are suppressed using
event-by-event ambient energy
density correction

Isolation is applied independently
of the identification.

But is used by all analyses, and the
data driven identification methods.

Varying isolation has little impact
on ID e�ciency.

ID e�ciency as a function is transverse energy for di↵erent isolation
cuts. This plot is for 7TeV and uses all cells in the isolation cone.
The more recent data driven methods use topological clusters.

Phillip Hamnett on behalf of the ATLAS collaboration

Performance of the photon reconstruction and identification in ATLAS

Photon isolation
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Computed from topological clusters in ∆R cone:

Sum over all particles (except the photon!) inside a cone of radius R centered 
on the photon in the ɳ-ɸ plane.

Isolation is applied independently of the identification, varying isolation has 
little impact on ID efficiency. 

Isolation energy corrected event-by-event for leakage (of the photon), pileup 
and underlying event contributions (average correction for 1 Primary vertex:  
~540MeV).

Track isolation: 
Scalar sum of the pT of 
the tracks from the 
primary vertex with pT > 
1 GeV in a cone around 
the photon candidate.



What is the real problem?

14
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Figure 4: Observed and expected 95% CL limit on the fiducial cross-section times branching fraction
BR(X ! ��) as a function of mX in the range 65 < mX < 600 GeV. The discontinuity in the limit at mX

= 110 GeV (vertical dashed line) is due to the transition between the low-mass and high-mass analyses.
The dark and light shaded bands show the ±1� and ±2� uncertainties on the expected limit. The inset
shows a zoom of the limit in the 65 < mX < 170 GeV range.

a simultaneous fit to the three conversion categories is performed. Over the full mass range 65–600 GeV,
only two excesses with a 2� local significance above the background are observed, for mX=201 GeV and
mX=530 GeV, consistent with the absence of a signal. Consequently, a 95% limit on �fid · BR(H ! ��)
is computed using the procedure of Ref. [3].

The systematic uncertainties listed in Table 2 are accounted for by nuisance parameters and pseudo-
measurement terms in the likelihood function. In the low-mass analysis, the dominant uncertainties are
the Drell-Yan normalization and the mass-dependent systematic uncertainty on CX . In the high-mass
analysis, the largest uncertainty arises from the energy resolution, except around 126 GeV where the
contribution of the theoretical uncertainty on the production rate of the Standard Model Higgs boson is
significant.

The observed and the expected limits, shown in Figure 4, are in good agreement, consistent with the
absence of a signal. The limits on �fid · BR(H ! ��) for an additional scalar resonance range from 90 fb
at the low end of the search interval, to 1 fb for mX= 600 GeV. These results extend over a considerably
wider mass range than the previous searches by the ATLAS and CMS collaborations [1, 2] and are the
first such limits independent of the event topology.

6

Recap
Run1 (65-600GeV):

Two regions: low mass (65-110GeV) and high 
(110-600GeV). Extending the SM Higgs search that was 
done form 100-160GeV. 

The analysis was done assuming NWA (?).

15
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Event Selection
Trigger: 35 (25) GeV for leading (subleading) photon.

Pre-selections:

ET
γ1 > 40 GeV, ET

γ2 > 30 GeV (“baseline”)

Relative cuts: “High mass” ->  
ET
γ1 > 0.4 mγγ, ET

γ2 > 0.3 mγγ 

Isolation: “High mass” working point -> 
topoetcone40 < 0.022* ET + 2.45 GeV  
ptcone20 < 0.05* pT 

16
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1) Define the event selection:  2 isolated photons
9 must be loose and model-independent

2) Reconstruct the γγ invariant mass

9 photon reconstruction
9 energy resolution and scale
9 dedicated vertex identification technique

3) Signal extraction

Clean final state at 
hadron colliders

m(γγ)
#

ev
en

ts

Diphoton bump search
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Relative Cuts Optimization
Optimization of relative ET cuts performed by maximizing 
ratio of significance obtained when applying relative cuts to 
significance with the “baseline” cuts.

Independent from number of signal events:

0.4/0.3 relative cuts chosen.

Typical gain in significance for ggH samples:

~10% at 200GeV.

>20% at 1TeV.
17

Relative cut optimization
•  Optimization of relative ET cuts performed by maximizing ratio of significance obtained 

when applying relative cuts to significance with the “baseline” cuts
!  Independent from number of signal events

•  0.4/0.3 relative cuts chosen
! Maximal relative significance over all mass range

Marco Delmastro High mass diphoton resonance search 13
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Isolation Optimization
Optimization done maximizing relative significance                with respect 
to γγ + γj.

topoetcone40 < 0.022* ET + 2.45 GeV 

ptcone20 < 0.05* pT 

The relative significance improvement is >20% from 600GeV.

The typical efficiency range from 80% at 200GeV to 90% at 800GeV.

Total efficiency:

ggF: 30%->40%.

Higher for VBF and lower for ttH.
18



Fiducial Volume
Limits on fiducial cross section!

Fiducial cross section:

CX = correction factor in fiducial volume.

Computed for several Higgs-like production modes.

Difference as systematics.

19

DRAFT

8. Fiducial volume definition525

To extract the fiducial cross-section the number of fitted signal events in data must be corrected for
detector e↵ects: reconstruction, identification and selection e�ciencies. The correction factor is defined
as:

CX =
Nselection

Nacceptance
(7)

where Nselection is the number of reconstructed signal events passing all the analysis cuts, and Nacceptance is526

the number of signal events at the particle-level generated within the fiducial volume. The particle-level527

includes all generated particles with a mean lifetime of at least 10 ps. To provide a model-independent528

limit, the fiducial volume must be chosen such that the correction factor does not depend on the final state,529

i.e. all events containing two reconstructed photons must have similar identification and reconstruction530

e�ciencies, independently from the production mode.531

The definition of the fiducial volume was optimised using Standard Model Higgs boson Monte Carlo532

samples from di↵erent production modes (ttH, VBF, WH, ZH and ggF) in order to cover a large variety533

of possible final states: resonance produced alone, or with associated bosons, additional jets, and within534

a large kinematic range and various photon isolation configurations.535

The kinematic cuts applied on the truth photon variables to define the fiducial volume are chosen to mimic536

the ones used at the reconstruction level. Both photons should be within |⌘| < 2.37, although the transition537

region between the barrel and the end-cap calorimeters 1.37 < |⌘| < 1.52 is not removed. The transverse538

energies for the leading and sub-leading photons are required to be larger than 25 GeV, with additional539

mass-dependent cuts E�1T
m��
> 0.4 and E�2T

m��
> 0.3.540

The acceptance cuts applied on ET and ⌘ are not enough to define a model-independent fiducial volume.541

Photons reconstructed in events where the resonance is produced in association with many high pT jets542

(such as ZH, WH and ttH events) have a larger calorimeter isolation energy, hence a lower selection543

e�ciency. To reduce this e↵ect, a particle isolation cut is applied to the photons. The particle isolation544

is defined as the transverse energy of the vector sum of all stable particles (except muons and neutrinos)545

found within the �R = 0.4 cone around the photon. Figure 34a shows the CX factors computed with only546

the kinematic selection applied for the di↵erent Higgs production modes. Figure 34b shows the same CX547

factors computed after applying an additional requirement of Eiso
T

pT+120 GeV < 0.05 on the particle isolation,548

in addition to the other kinematical cuts. In the latter, the dependency of the CX factor on the production549

mode is significantly reduced.550

The choice of the cut for the particle isolation is illustrated in Figure 35. It corresponds to the calorimeter551

isolation energy ET dependent cut applied o✏ine in the analysis selection. Due to the wide mass range552

the analysis cover and in order to minimize the the production mode dependence, ET dependent cut was553

also introduced at the particle level.554

As one can see in Figure 35, the cut is around 0.04-0.05 but since the 0.05 choice introduce less production555

mode dependence for the CX factors and in order to have looser cut at truth level, the cut was chosen to556

be 0.05.557

To understand possible migration e↵ects, the purity and e�ciency of the correction factors are defined as:

purity =
Nselection,acceptance

Nselection
, e�ciency =

Nselection,acceptance

Nacceptance
. (8)
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Truth isolation choice driven both by model 
independence (similar CX factor for different 
production mode) and by matching with 
experimental isolation requirement. 

Best choice is “VarCone40Loose” ->   
ET

iso(R=0.4)/(ET
γtrue + 120) < 0.05.

ET
iso(R=40) = etcone40 

Model dependence: 3% 
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02/23/12      14

Limit on fiducial cross section (1)

σ fid=
N

signal

CX⋅L
 Fiducial cross section:

 C
X
 = correction factor in fiducial volume

– computed for several Higgs-like production 
modes

– difference as systematics

 Fiducial volume:

– E
T

γ1,truth > 0.4*m
γγ

, E
T

γ2,truth > 0.3*m
γγ

– |ηtruth| < 2.37

– E
T

iso,truth < 0.05*E
T

truth + 6 GeV

 Additional uncertainties:

run1 plot
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Isolation Optimization
Comparison of the multiple mass fit parametrisation to the 
output parameters of the single mass point fits and to the 
parametrization of the single mass point fit parameters. 

21

Signal Parametrization

 [GeV]Xm

100 200 300 400 500 600

 [
G

e
V

]
C

B
σ

0

1

2

3

4

5

6

7

8

ATLAS Preliminary
Simulation

 = 4 MeV
X

Γ, γγ→gluon fusion X

independent fits
independent fits parametrization
simultaneous fit parametrization

Figure 7: �CB parametrization obtained from a simultaneous fit to all the generated mass points mX from
fully simulated ggF(X) samples (line), as a function of mX in the high-mass analysis. For comparison,
the points correspond to independent mass fits to each ggF(X) sample and the dotted line to a linear fit
of those points.

100 200 300 400 500 600

X
C

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

0.72

0.74

ggX
VBF

WX
ZX
ttX

ggX
VBF

WX
ZX
ttX

ATLAS Preliminary
Simulation

 [GeV]Xm

100 200 300 400 500 600

 r
a

tio
 

X
C 0.9

1
1.1
1.2

Figure 8: E�ciency correction factors CX computed from fully simulated samples of the five main
Higgs-like production modes as a function of mX (top). Ratio of the CX factors to the ggF(X) CX factor
(bottom). The discontinuity in the limit at mX = 110 GeV is due to the transition between the low- and
high-mass analyses.

10

A Additional Figures

A.1 Signal Modeling
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520 GeV and a natural width of 4 MeV, fitted with a double-sided Crystal Ball function. The bottom part
of the plot shows the normalised residuals.
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Background Modeling
Aim: Finding a function that can simultaneously fit the largest possible background 
range (ideally 150 GeV – infinite) will allow to extend search to highest possible mass 
hypothesis. 

Procedure

Fit mass distribution with a signal-plus-background function on background MC sample 
for given mass hypothesis in 1GeV step.

Extract (fake) signal yield for corresponding hypothesis = spurious signal (SS) -> use the 
maximum over all variations.

Validate function that doesn’t produce spurious signal for given mass hypothesis larger 
than 20% of expected background fluctuations assuming 4fb-1.

Also request that SS associated to function does not saturate to constant values. 

Even if small! It would be a sign of a systematic deviation from data, hidden by large 
statistical uncertainty.

The SS of a good function should “oscillate” around zero.

Important: the SM background is estimated using data only! MC is used only to validate the 
function but not to estimate the background.22



Several functions are tested to model the background in the mass range 
[150-2950] GeV.

The mγγ continuous spectrum is fit by smooth functional forms of the form:  
 

Starting from the simplest functional form (k=0) -> data prefers d=1/3 to best 
describe the whole mass range.

Background Modeling Function

23
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Diphox samples. All MC samples are normalized to the number of events observed in data.

nuisance component to be added to fit background and signal functional form. It is described as having a388

Gaussian distribution with zero mean and a width equal to Nmax
spurious(mX) [27].389

7.3. Validation of the background modeling functions390

Several functions are tested to model the background in the mass range [150-2950] GeV6. All functions391

traditionally used by the H ! �� analysis (e.g. exponential, exponential of second order polynomial,392

Bernstein polynomials [4]) struggle to correctly model the non-resonant background when fitting the393

[150-2950] GeV mass range, and systematically fail the spurious signal test.394

Functional forms more adapted to the goal discussed in Section 7.1 are therefore explored, adapting them
from those used by searches for new physics signatures in multi-jet final states (see for instance Ref. [28].
The m�� continuous spectrum is fit by smooth functional forms of the form:

fk;d(x; b, {ak}) = (1 � xd)bx
Pk

j=0 a j log(x) j
(2)

where x = m��p
s , and the d parameter is usually set either to 1 or to 1/3.395

Since there is no a priori reason to expect a function of the form described by Eq. (2) for a given value of396

d and order k to describe the non-resonant background over the whole m�� mass range, some preliminary397

screening of the possible function parameters is done using the diphoton MC samples. Figures 16, 17,398

18 and 19 show the fits of the smeared DIPHOX and SHERPA diphoton MC m�� spectra of the functional399

6 The higher extreme of the range is chosen to avoid biases when using the smeared DIPHOX sample, that present nonphysical
drop a high m�� generated by the smearing procedure applied to the sharp mass boundary at 3 TeV/’
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Figure 16: Background-only fits of the smeared DIPHOX MC sample in the [150-2950] GeV mass range using the
functional forms fk;d=1(x; b, d, {ak}) for k = 0, 1, 2.
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Figure 17: Background-only fits of the SHERPA diphoton MC sample in the [150-2950] GeV mass range using the
functional forms fk;d=1(x; b, d, {ak}) for k = 0, 1, 2.
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Figure 18: Background-only fits of the smeared DIPHOX MC sample in the [150-2950] GeV mass range using the
functional forms fk;d=1/3(x; b, d, {ak}) for k = 0, 1, 2.
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Figure 19: Background-only fits of the SHERPA diphoton MC sample in the [150-2950] GeV mass range using the
functional forms fk;d=1/3(x; b, d, {ak}) for k = 0, 1, 2.
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Figure 7: �CB parametrization obtained from a simultaneous fit to all the generated mass points mX from
fully simulated ggF(X) samples (line), as a function of mX in the high-mass analysis. For comparison,
the points correspond to independent mass fits to each ggF(X) sample and the dotted line to a linear fit
of those points.
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Figure 8: E�ciency correction factors CX computed from fully simulated samples of the five main
Higgs-like production modes as a function of mX (top). Ratio of the CX factors to the ggF(X) CX factor
(bottom). The discontinuity in the limit at mX = 110 GeV is due to the transition between the low- and
high-mass analyses.
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simulated ggF samples. When considering the NWA samples, the width of the DSCB Gaussian core �CB
(Eq. (1)) parameterizes the e�ect of the experimental invariant mass resolution on the reconstructed m��

distribution, dominated by the photon energy resolution, since for those samples the e�ect of the natural
width of the resonance is negligible with respect to the detector resolution. When considering resonances
with larger natural width, simulated as discussed in Section 4, the reconstructed line-shapes are still well
described by DSCB functions, but the function parameters e�ectively parameterize the combined e�ects
of the theoretical line-shape and of the detector response.

Polynomial parameterizations of the signal shape parameters as a function of the resonance mass are
obtained from a simultaneous fit to all the generated signal mass points. The signal shape parameters
extracted from ggF samples are compared to those from the VBF, WH, ZH and ttH production modes.
The bias on the fitted signal yield due to using the ggF shape is found to be negligible.

For a large-width resonance, the evolution of the DSCB parameters (Eq. (1)) for increasing resonance
width is parameterized as a function of ↵. The parameterization is prepared up to ↵ = 25%, even if
the search is extended only to the range ↵ 2 [1 � 10]%, where the approximate description discussed in
Section 4 has been validated.

A data-driven approach is used to estimate the continuous background contribution to the m�� spectrum.
The background is modeled by a smooth functional form that models the entire measured m�� spectrum,
thus improving upon what was done in the Run-1 analysis [13]. A family of functional forms, adapted
from one of those used by searches for new physics signatures in multi-jet final states [37], is chosen:

f (k ) (x; b, {ak }) = (1 � x1/3)b x
Pk

j=0 a j (log x) j , (2)

where x = m��p
s

. The preliminary validation of the possible functional forms is performed using the
background diphoton MC samples and a �-jet enriched data sample. The simplest functional version,
corresponding to k = 0, is already well suited to describe the background shape:

f0(x; b, a0) = (1 � x1/3)b xa0 . (3)

The determination of the analytical form of the continuum background and the corresponding uncertainties
follow the method detailed in Ref. [3]. The bias on the fitted signal yield induced by a given functional
form (“spurious signal”) is required to be smaller than a fifth of the statistical uncertainty on the fitted
signal yield (obtained with the same functional form). This bias is estimated using a large background-
only MC diphoton sample and is accounted for by a mass-dependent uncertainty. The functional form
described by Eq. (2) is tested for k = 0, 1, 2, and in all configurations it satisfies the criterion for values
of the resonance mass ranging from 200 GeV to 3 TeV, with the signal-plus-background fit starting from
m�� = 150 GeV.

The possibility of needing more degrees of freedom to account for unexpected properties of the data m��

spectrum is considered. In order to decide whether a function with increased complexity is needed to
describe the data properties, an F-test [38] is performed. Two background-only fits, using the simplest
validated function and a more complex version using an increased k value, are performed on the selected
data, binned according to the expected number of background diphoton events. A test statistic F is
computed from the resulting �2 values, and its probability is compared with that expected from a Fisher
distribution with the corresponding number of degrees of freedom. The hypothesis that the additional
degree of freedom is useless is rejected if P(F 0 � F) < 0.05. The tests do not indicate a need for
additional degrees of freedom with respect to the simplest function (k = 0).
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Spurious Signal 
All functions considered for that search, passed the criteria defined before for the SS 
test! Relative spurious signal distribution for the simplest function shown on the LHS.

However, larger values of relative spurious signal, reaching > 50% levels, are observed 
for all functions in the mass range between 150 GeV and 200 GeV. 

Therefore, until a more reliable validation can be performed (e.g. with larger MC 
samples), we propose to start fitting the diphoton data from mγγ = 200 GeV. 

The amount of spurious signal parameterized as a function of mX using                     can 
be seen o the RHS (conservative estimate).
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Figure 20: Absolute amount of spurious signal Nmax
spurious (a) and relative spurious signal with respect to the statistical

uncertainty on the background when considering an integrated luminosity of 4 fb�1 (b) as a function of the tested
mass hypothesis, as obtained when testing the function fk=0;d=1/3(x; b, d, {ak}) = (1 � x1/3)bxa0 using the smeared
Diphox and the Sherpa diphoton MC samples. Error bars are removed for displaying purpose.
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Figure 21: Absolute amount of spurious signal Nmax
spurious (a) and relative spurious signal with respect to the statistical

uncertainty on the background when considering an integrated luminosity of 4 fb�1 (b) as a function of the tested
mass hypothesis, as obtained when testing the function fk=1;d=1/3(x; b, d, {ak}) = (1 � x1/3)bxa0+a1 log(x) using the
smeared Diphox and the Sherpa diphoton MC samples. Error bars are removed for displaying purpose.
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The functional forms adding one or two more degrees of freedom to the baseline choice are equally467

validated, and retained as backup solutions:468

fk=1;d=1/3(x; b, d, {ak}) = (1 � x1/3)bxa0+a1 log(x) (4)

fk=2;d=1/3(x; b, d, {ak}) = (1 � x1/3)bxa0+a1 log(x)+a2 log(x)2
(5)

The amount of spurious signal Nmax
spurious(mX) is parameterized as a function of mX using fk=0;d=1/3(x; b, d, {ak}) =469

(1 � x1/3)bxa0 . Figure 30 illustrate that for the nominal sample.470

7.6. Strategy for a possible evolution of the background modeling function471

Given the integrated luminosity collected during the 2015 run, we expect the selected baseline function472

to perform well on data. We consider nevertheless the possibility of needing more degrees of freedom to473

account for unexpected properties of the data spectrum: a procedure to decide whether a more complex474

function is needed to describe the data properties is defined.475

The functional forms validated to describe the non-resonant background have been chosen to have in-476

creasing complexity for larger value of the k parameter. We exploit the properties of such “embedded”477

functions to define the selection procedure on data. If a more complex function fb(x; {pb}) embeds a sim-478

pler one fa(x; {pa}), there exist a choice of {pb} such that fb(x; {pb}) = fa(x; {pa}: under these conditions,479

when performing a binned fit on a given dataset, the function with more degrees of freedom will always480

produce a a smaller �2. Thanks to these properties, one can perform a F-test to decide whether fb is more481

motivated than fa to fit the data.482
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PDF Variations
Generate DIPHOX PDF variations on “small” sample (25 M events).
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“Orthogonal” control sample from data (~1.7 fb-1).

The sample contains a fraction of genuine γγ  (potentially large 
at high mγγ).

What will we use this sample for?

Directly test the fitting functions (LHS) -> would represent an 
extreme case of γj contamination.

Mix 15-25% Asimov dataset representing that background 
contribution (nominal and uncertainties) with γγ MC 85-75% 
(RHS top) to make additional SS tests (using central fit result in 
RHS bottom).



Do we need additional free parameter?
One might be tempted to use a more complex function to fit the data.
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A.2 Continuum Background Decomposition
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Figure 9: Diphoton spectrum decomposition in the �� (including the DY component), �-jet and jet-jet
components as a function of the diphoton invariant mass m�� in the 60-120 GeV range. The total fraction
of ��, �-jet and jet-jet events is 69.1%, 26.1% and 4.8% respectively, with a �� purity increasing from
65 to 75% with the invariant mass.
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Figure 10: Diphoton spectrum decomposition in the �� (including the DY component), �-jet and jet-jet
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Purity
Higher than 90% at run2!
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Uncertainties
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Source Uncertainty
Background modeling �•

Spurious signal 2 – 10�3 events, mass-dependent
Background fit  50%– 20% of the total signal yield uncertainty,

mass- and signal-dependent
Signal modeling �•

Photon energy resolution +[55�110]%
�[20�40]% , mass-dependent

Signal yield •
Luminosity ±5%
Trigger ±0.63%

CX factors •
Photon identification ±(3–2)%, mass-dependent
Photon isolation ±(4.1–1)%, mass-dependent
Production process ±3.1%

Table 1: Summary of the systematic uncertainties in the signal-plus-background likelihood fit when considering the
NWA signal model. The � symbol denotes categories of uncertainties that a�ect the local p-value for the background-
only hypothesis, while the • symbol denotes uncertainties that impact the limit on �fiducial ⇥ BR(X ! ��).

10 Results

Figure 1 shows the diphoton mass spectrum observed in data, with the result of an unbinned background-
only fit superimposed. The uncapped local p0, as obtained by the signal-plus-background likelihood
fits under the NWA hypothesis for the signal, is shown in Figure 2. The most significant deviation
from the background hypothesis is observed for a mass of about 750 GeV, corresponding to a local
significance of 3.6 �, and to a global significance of 2.0 � when the LEE taking into account the
mass range mX 2 [200 � 2000] GeV is accounted for. The second most significant deviation from the
background-only hypothesis is found for a mass of about 1.6 TeV, corresponding to a local significance of
2.8 �.

In the region around 750 GeV, the NWA fits exhibit a⇠1.5� pull on the nuisance parameter associated with
the photon energy resolution uncertainty, indicating an excess broader than the experimental m�� invariant
mass resolution. After this behavior was observed, signal-plus-background fits were also performed
assuming a large width for the signal component. The largest deviation from the background-only
hypothesis is observed for a mass around 750 GeV and ↵ ' 6%, corresponding to a width � of about 45
GeV. The local significance increases when allowing the width to vary, as expected. The local (global)
significance evaluated for the large width fit is about 0.3 higher than that for the NWA fit, corresponding to
3.9 (2.3) �. The global significance value is obtained accounting for a 2-dimensional LEE corresponding
to the scan range mX 2 [200 � 2000] GeV and ↵ 2 [1 � 10]%.5

In the excess region, defined as m�� 2 [700, 800] GeV, the numbers of fitted signal and background events
under both the NWA and large-width hypotheses are about equal.

5 The stability of the 2-dimensional LEE correction is evaluated by considering a larger scan range for the ↵ parameter. When
extending the range to ↵ 2 [1� 25]% the global significance is only marginally a�ected, reducing at most by 0.05 with respect
to the value obtained considering the [1 � 10]% range.
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to the value obtained considering the [1 � 10]% range.
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Figure 1: Invariant mass distribution of the selected diphoton events. Residual number of events with respect to the
fit result are shown in the bottom pane. The first two bins in the lower pane are outside the vertical plot range.

The events in this region are scrutinized. No detector or reconstruction e�ect that could explain the larger
rate is found, nor any indication of anomalous background contamination. The kinematic properties of
these events are studied with respect to those of events populating the invariant mass regions above and
below the excess, and no significant di�erence is observed.

The Run-1 analysis presented in Ref. [13] is extended to invariant masses larger than 600 GeV by using the
new background modeling techniques presented in this note (cf. Section 7). The compatibility between
the results obtained with the 8 TeV and 13 TeV datasets is estimated under the NWA hypothesis and
assuming a large-width resonance with ↵ = 6%, using the best fit value of the ratio of cross sections. For
an s-channel gluon-initiated process, the parton-luminosity ratio is expected to be 4.7 [43]. Under those
assumptions, the results obtained with the two datasets are found to be compatible within 2.2 and 1.4
standard deviations for the two width hypotheses respectively.

The 95% CL expected and observed upper limits on �fiducial⇥BR(X ! ��), corresponding to the fiducial
volume defined in Section 6, are computed using the CLs technique [39, 44] for a scalar resonance with
narrow width as a function of the mass hypothesis mX , and are presented in Figure 3. The larger diphoton
rate in the mass region around 750 GeV is translated to a higher-than-expected cross section limit at the

13

BG only fit
The red curve (BG only fit) is the outcome of “unbinned fit”!
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Figure 2: p-value for the background-only hypothesis p0 as a function of the mass mX of a probed NWA resonance
signal.
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14

Signal + BG fit
NWA: local - 3.6σ; global - 2.0σ.

Under 6%: local - 3.9σ; global (2D LEE) - 2.3σ.
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NWA: local - 2.8σ;



 [GeV]Xm

200 400 600 800 1000 1200 1400 1600 1800

Lo
ca

l p
-v

al
ue

5−10

4−10

3−10

2−10

1−10

1

ATLAS Preliminary
-1 = 13 TeV, 3.2 fbs

Observed

σ0

σ1

σ2

σ3

σ4

Figure 2: p-value for the background-only hypothesis p0 as a function of the mass mX of a probed NWA resonance
signal.

 [GeV]Xm
200 400 600 800 1000 1200 1400 1600 1800

 B
R 

[fb
]

× 
fid
σ

95
%

 C
L 

Up
pe

r L
im

it 
on

 

1−10

1

10

210

310
ATLAS Preliminary

-1 = 13 TeV, 3.2 fbs

Observed
Expected

σ 1 ±
σ 2 ±

Figure 3: Expected and observed upper limits on �fiducial ⇥BR(X ! ��) expressed at 95% CL, as a function of the
assumed value of the narrow-width scalar resonance mass.

14

Results
Validity for resonances with non-negligible natural width:

Bias evaluation (injecting large width signal events).

The bias is smaller than 10% (20%) for a natural width given by 
width/mass = 0.4% (width/mass = 1.4%).

31



Peak region
Not many events…

The events in this region are scrutinized. 

No detector or reconstruction effect that could explain the 
larger rate is found, nor any indication of anomalous 
background contamination. 

The kinematic properties of these events are studied with 
respect to those of events populating the invariant mass 
regions above and below the excess, and no significant 
difference is observed. 
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Figure 3: Background-only fits to the data (black dots) as functions of the diphoton invariant mass m��
for the inclusive high mass analysis. The solid line shows the sum of the Higgs boson and the continuum
background components, while the dashed line shows the continuum background component only.

a constant width of 4 MeV. The evolution of the double-sided Crystal Ball parameters as a function of
mX are parameterized with polynomial functions, obtained from a simultaneous fit to all the generated
mass points mX , and determined separately for the inclusive high-mass analysis and for the three low-
mass analysis categories, to account for the dependence of the mass resolution on mX . The signal shape
parameters extracted from the ggF(X) simulated sample are compared to other production modes WX,
ZX, tt̄X and VBF(X). The maximum bias induced on the signal yield by the choice of the signal shape,
1% over all the mass points, is accounted for as a systematic uncertainty.

The fiducial cross-section �fid · BR(H ! ��) includes an e�ciency correction factor CX through

�fid · BR(H ! ��) = Ndata

CX · L
with CX =

Nreco
MC

Nfid
MC

,

where Ndata is the number of fitted signal events in data, Nreco
MC the number of simulated signal events

passing all the selection cuts and Nfid
MC the number of simulated signal events generated within the fiducial

volume, defined from geometrical and kinematical constraints at the generated particle level. The fiducial
volume is optimized to reduce the model dependence of CX using fully simulated samples of the five X
production modes to cover a large variety of topologies. The selection cuts applied to the photon variables
at generated particle level are similar to the those applied to data: both photons are required to be within
|⌘| < 2.37 and with ET > 22 GeV. For m�� greater than 110 GeV, the relative cuts E�1

T /m�� > 0.4
and E�2

T /m�� > 0.3 are imposed. The particle isolation, defined as the scalar sum of pT of all the stable
particles (except neutrinos) found within a �R = 0.4 cone around the photon direction, is required to
be less than 12 GeV. The CX factor is parameterized from the ggF(X) sample as a function of mX , and
ranges from 0.56 to 0.71. The residual dependence of CX on the event topology is accounted for by a
mass-dependent systematic uncertainty.

The statistical analysis of the data uses unbinned maximum likelihood fits. In the low-mass analysis,

5

Run1 
Assuming s-channel gluon-initiated process -> the two results 
are compatible within 2.2 and 1.4 standard deviation assuming 
NWA and 6% respectively.
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What’s Next?
Extending the mass range:

Low mass - <100GeV -> more work is needed due to the Z peak 
(converted photons, fakes etc).

Closing the gap - 150-200GeV -> need more statistics of MC to 
validate our method.

High mass - >3TeV -> determination of uncertainties associated to 
the extrapolation of the background function.

Validating the analysis for spin 2 hypothesis (any other missing idea?).

Validity of the limit for larger resonance widths -> plan to have 2D 
plot of width vas mass.

Adding interference effects…. always ignored ;( 
34



CMS
Using 2.6 fb

-1
 and optimising for spin 2 particle, CMS see a moderate excess as well.

Major differences with respect to ATLAS:

Cuts: 

Fixed pT > 75GeV.

Barrel/endcap categories (no EE).

Signal modelling:

RS graviton theoretical line shape.

Coupling: 0.01-0.2 → ΓG/mG = 0%-6%.

Morphing.

BG modelling:

80% purity for BE category.

Functional form: 

Possible mis-modelling: <1/2 of bg stat uncertainty.

Uncertainties: Different set than ATLAS…
35



CMS
Results: 

local - 2.6σ @760GeV. 

global - 1.2σ.

Combined with run1: 

local - 3.0σ @750GeV.

global - <1.7σ.
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Questions

37

Can it be two ~degenerate states? Too soon to know…

Can it be S -> aa -> 4 photons? S -> ay -> 3 photons?   
“The high-granularity first layer is used to further 
discriminate single photons from overlapping photon pairs 
originating from the decays of neutral mesons in jet 
fragmentation”.



Questions

38

What about other channels?  
Not at 750GeV but…



Interpretation

39

Many papers:

~165 spin-0 resonance

~5 spin-2 resonance

~5 parent resonance/kinematic edge



Problems

40

Biggest problem: too large width for such high rate!

Additional: 

no activity in the peak region.

no peaks in other channels (mainly old dijet -> make 
both ggF and qq production hard to believe).



Killing beloved theories

41

2HDM with CP conserving and no additional particles.

EWS with no additional particles.

Dilaton.

MSSM but not SUSY :)

Adding either singlet or doublet ->  
must add other BSM particles as well (w, top - can’t 
explain the rate in ggF)…  
tree level coupling can’t explain what we see!



What if?!

42

What if we confirm it is new physics at summer?

First:

Start to answers all the questions -> association, two 
degenerate states, 4 photons etc.

Crucial point -> do we see it in other channels? Dijet? 
ttbar? VV? ZGamma? etc.



What if?!

43

What if it is all gone???

Still:

ATLAS -> we learnt a lot during the process of 
understanding and scrutinizing! 

HEP -> >150 papers predicting theories that explain such 
anomaly :) 



Thank you for listening
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Backup

45



  

Run-2:Run-2:

Run-1:Run-1:

Integrated luminosity
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Reconstruction strategy
Search for energy clusters within the second layer of the EM calorimeter. 

Create ‘preclusters’ with energy  > 2.5 GeV.

Form clusters in ∆ɳx∆ɸ -> 3x7 clusters in the barrel and 5x5 in the endcap.

Clusters matched to tracks:

Matched based on position.

Use track information to classify particles: 
electron, converted photon, or unconverted photon.

Rebuild clusters, where the cluster size depends on the particle type and 
location in the calorimeter.

47
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Outline Motivation The ATLAS detector Reconstruction of photons in ATLAS Identification of photons in ATLAS Strategy for Run 2 Conclusion

Reconstruction Strategy

Particle type Barrel Endcap

Electron 0.075 ⇥ 0.175 0.125 ⇥ 0.125
Converted photon 0.075 ⇥ 0.175 0.125 ⇥ 0.125
Unconverted photon 0.075 ⇥ 0.125 0.125 ⇥ 0.125

Cluster size in ⌘ and � for di↵erent particle in Run 1.

Involves several steps

1 Search for energy clusters within
the second layer of the EM calorimeter.

2 Create ‘preclusters’ with pT > 2.5 GeV.

3 Clusters matched to tracks.

Matched based on position.
Use track information to classify particles:
electron, converted photon, or unconverted photon.

4 Rebuild clusters, where the cluster size depends on
the particle type and location in the calorimeter.

Phillip Hamnett on behalf of the ATLAS collaboration

Performance of the photon reconstruction and identification in ATLAS



Photon conversion

48

Photons often interact with material before the calorimeter, and convert into 
an electron/positron pair -> converted photons. 

Relative fraction of photon conversion is flat with respect to transverse energy 
but vary with η, due to different amounts of material in different η regions. 

Converted photons can be categorised as having one or two tracks. 

Photons which convert after R =0.8 m are not defined as converted.

6
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Photon conversions

Fractions of converted and unconverted photons with 2015 data
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Performance of the photon reconstruction and identification in ATLAS

signal identification and 
background rejection!
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Photon conversion

49

Pileup can lead to mis-reconstructing unconverted photons as converted photons.

 More tracks increases the likelihood of any one track matching an unconverted or 
single track converted photon.

This is under control:

3 % migration of 2-track conversions to 1-track conversions. 
→ 1-track conversion is when either the two tracks are highly collimated or one 
track is too soft to be reconstructed.

Fraction of converted vs unconverted photon candidates is stable to 1 % 
between extreme pileup values. 

Photon conversion  
in 1st layer of  SCT



Conversion

50

Main culprit for fakes is the TRT due to the poor resolution 
in eta. 

For that we play with:

Cuts on the PID probability (most of the pileup tracks 
come from hadrons and not electrons).

Hit quality (the so called tube hits that indicate shared or 
badly measured drift circles) associated with a robust 
definition for that (the drift circle errors did not scale well 
with pileup).



Photon identification efficiency

51

From MC, corrected for Data/MC discrepancies (EM shower moments).

Separately for converted and unconverted γ.

signal identification and 
background rejection!
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Photon efficiency with 13 TeV collisions
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DiPhoton vertex selection

54

Determination of correct primary vertex important for several reasons:

For the invariant mass the photon kinematics are corrected using the z of the chosen 
vertex → resolution is improved.

Needed for calculation of track isolation variables.

Method is very robust against pile-up.

Diphoton vertex selection algorithm using neural networks trained with following input:

Combined z-position of the intersections of the extrapolated photon trajectories with the 
beam axis.

ΣpT and ΣpT
2 of tracks from associated vertex.

Δφ(γγ, vertex), azimuthal distance between diphoton system and vertex.

  beamline

Calo pointing:

x

(0,0,0)

● A specific vertex needs to be identified for the jet association to
the hard interaction

● For the invariant mass the photon kinematics are corrected
using the z of the chosen vertex → resolution is improved.

● Method is very robust against pile-up

● Calo pointing used as input to neural network algorithm

s
z
=15mm

(unconv. g)

g-p0 separation:

Search for H → Search for H → gggg

First sampling has fine granularity

a: Opening angle between
the two photons
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Fiducial Volume
To extract the fiducial cross-section the number of fitted signal events in data must be corrected 
for detector effects.

The kinematic cuts applied on the truth photon variables to define the fiducial volume are chosen 
to mimic the ones used at the reconstruction level.

Large model dependence when no truth isolation requirement in fiducial volume.

ttH far below other CX factors (larger jet activity results in lower efficiency of experimental 
isolation selection).

All production modes / mass values within ~10% of each other. 
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8. Fiducial volume definition525

To extract the fiducial cross-section the number of fitted signal events in data must be corrected for
detector e↵ects: reconstruction, identification and selection e�ciencies. The correction factor is defined
as:

CX =
Nselection

Nacceptance
(7)

where Nselection is the number of reconstructed signal events passing all the analysis cuts, and Nacceptance is526

the number of signal events at the particle-level generated within the fiducial volume. The particle-level527

includes all generated particles with a mean lifetime of at least 10 ps. To provide a model-independent528

limit, the fiducial volume must be chosen such that the correction factor does not depend on the final state,529

i.e. all events containing two reconstructed photons must have similar identification and reconstruction530

e�ciencies, independently from the production mode.531

The definition of the fiducial volume was optimised using Standard Model Higgs boson Monte Carlo532

samples from di↵erent production modes (ttH, VBF, WH, ZH and ggF) in order to cover a large variety533

of possible final states: resonance produced alone, or with associated bosons, additional jets, and within534

a large kinematic range and various photon isolation configurations.535

The kinematic cuts applied on the truth photon variables to define the fiducial volume are chosen to mimic536

the ones used at the reconstruction level. Both photons should be within |⌘| < 2.37, although the transition537

region between the barrel and the end-cap calorimeters 1.37 < |⌘| < 1.52 is not removed. The transverse538

energies for the leading and sub-leading photons are required to be larger than 25 GeV, with additional539

mass-dependent cuts E�1T
m��
> 0.4 and E�2T

m��
> 0.3.540

The acceptance cuts applied on ET and ⌘ are not enough to define a model-independent fiducial volume.541

Photons reconstructed in events where the resonance is produced in association with many high pT jets542

(such as ZH, WH and ttH events) have a larger calorimeter isolation energy, hence a lower selection543

e�ciency. To reduce this e↵ect, a particle isolation cut is applied to the photons. The particle isolation544

is defined as the transverse energy of the vector sum of all stable particles (except muons and neutrinos)545

found within the �R = 0.4 cone around the photon. Figure 34a shows the CX factors computed with only546

the kinematic selection applied for the di↵erent Higgs production modes. Figure 34b shows the same CX547

factors computed after applying an additional requirement of Eiso
T

pT+120 GeV < 0.05 on the particle isolation,548

in addition to the other kinematical cuts. In the latter, the dependency of the CX factor on the production549

mode is significantly reduced.550

The choice of the cut for the particle isolation is illustrated in Figure 35. It corresponds to the calorimeter551

isolation energy ET dependent cut applied o✏ine in the analysis selection. Due to the wide mass range552

the analysis cover and in order to minimize the the production mode dependence, ET dependent cut was553

also introduced at the particle level.554

As one can see in Figure 35, the cut is around 0.04-0.05 but since the 0.05 choice introduce less production555

mode dependence for the CX factors and in order to have looser cut at truth level, the cut was chosen to556

be 0.05.557

To understand possible migration e↵ects, the purity and e�ciency of the correction factors are defined as:

purity =
Nselection,acceptance

Nselection
, e�ciency =

Nselection,acceptance

Nacceptance
. (8)
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Truth isolation choice driven both by model 
independence (similar CX factor for different 
production mode) and by matching with 
experimental isolation requirement. 

Best choice is “VarCone40Loose” ->   
ET

iso(R=0.4)/(ET
γtrue + 120) < 0.05.

ET
iso(R=40) = etcone40 

Model dependence: 3% 
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Isolation

56

Truth:

The particle isolation is defined as the transverse energy of the vector sum 
of all stable particles (except muons and neutrinos) found within the ∆R = 
0.4 cone around the photon.

Reco:

Track isolation: scalar sum of the transverse momenta of all tracks with pT > 
1 GeV in a cone of size ∆R = 0.2. 
Only tracks consistent with originating from the diphoton production 
vertex are used, and the tracks associated to converted photon candidates 
are excluded.

Calorimetric isolation: sum of the transverse energy of the topological 
clusters with positive energy reconstructed in the calorimeter around each 
photon candidate in a cone of radius ∆R = 0.4, after subtracting the 
contributions from the photon itself, and  correcting for the leakage of the 
photon energy and the effects of underlying event and pileup .



Statistical Treatment
Use same model as in Run1, implemented in HFitter.

Systematics uncertainties treated as NPs:

57
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10. Statistical model630

10.1. Likelihood form631

The data in the high-mass region are described using a likelihood form with a single category:

L(m��;� f id,mX , µ,mH ,Nbkg, ⇠, ✓) = NX(� f id,mX , ✓NX , ✓S S ) fX(m��,mX , xX(mX), ✓�)
+ Nbkg fbkg(m��, a, b) (11)

where � f id is again the fiducial production cross-section of the new resonance of mass mX; Nbkg is the632

fitted number of background events and a and b are background shape parameters; finally, ✓ collectively633

designates the nuisance parameters used to describe the systematic uncertainties, as listed below:634

• ✓lumi: uncertainty on the integrated luminosity of the data sample;635

• ✓e f f ,X , ✓isol,X:photon e�ciency and isolation systematics on the new resonance;636

• ✓S S : spurious signal systematic;637

• ✓ES : photon energy resolution systematics;638

• ✓ER: photon energy scale systematics.639

The quantities NX and Nbkg are the number of events from the new resonance and the non-resonant640

background components respectively, defined as641

• New resonance: NX(� f id,mX , ✓NX , ✓S S ) = � f id LCH(mX)KX(✓NX ) + �S S ✓S S642

L the integrated luminosity of the sample; CH(mX) the value of the CX factor for the considered643

mass mX , given by the parameterisation described in Section 8, KX a function characterizing the644

e↵ect of the normalization systematics; �S S and ✓S S the value of the background modeling uncer-645

tainty and its associated nuisance parameter; ✓NX the subset of systematic uncertainties a↵ecting646

NX , ✓NX = {✓e f f ,X , ✓isol,X , ✓lumi, ✓CH , ✓ES S }. The KX(✓NX ) factor consists in e(�i✓i) factors, one for647

each of the nuisance parameters listed above, with their corresponding errors taken from Table 8.648

• Non-resonant background: Nbkg is a free parameter in the fit.649

The PDFs fX and fbkg are described as:650

• New resonance: fX(m��,mH , xX(mX), ✓X) is the double-sided Crystal Ball shape described in Sec-651

tion 6. Its parameters xX = {�M,�,↵low,↵high,Nlow,Nhigh} are computed as a function of mX , as652

explained in the same section. The uncertainty on the CB width is applied by using the expression653

� = �0 exp(�� ✓�), where �0 is the nominal width, �� the magnitude of the systematic and ✓� the654

corresponding nuisance parameter.655

• Continuum background: fbkg(m��; b, a) = (1 � x1/3)bxa, a = m�� /
p

s. described by the parameters656

a and b which are free in the fit.657

The overall likelihood, including extended and constraint terms, reads:

L(� f id,mX ,Nbkg, ⇠, ✓) =

e�(NX+NH+Nbkg)
hQn

i=1L(m��;� f id,mX ,Nbkg, ⇠, ✓)
i Qdim ✓

k=1 exp
✓
� 1

2

⇣
✓i � ✓aux

i

⌘2◆� (12)

where ✓aux is the vector of the auxiliary measurements used to constrain the systematic uncertainties.658
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Expected Limit
Limit “saturates” to constant value, background at high mass becomes negligible.

Expected limit does not significantly changed elsewhere when 1 event injected at mγγ = 3.6 
TeV (LHS).

Largest limit distortion ~ 4%

Background fit does not get significantly distorted/pulled  by presence of injected event.

P0 plot …(RHS).
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Figure 42: Comparison of expected limits on the fiducial cross section times branching ratio as a function of mX , in
absence of signal and when one signal event with m�� = 3.6 TeV is injected.

of this signal when di↵erent value of mX are probed. The largest observed distortion is smaller then679

4 %.680
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Figure 55: The true m�� distributions of the resonance with mX = 1500 GeV and width of (a) 5%, (c) 7% and (e)
10% of mX . In each plot on the left, the dashed red line is the gluon-gluon luminosity, Lgg obtained from Figure 52;
the dashed green line represents Bggm��; the dashed blue line is the Breit-Wigner distribution with the same mass
and width as generated in the sample. The product of these three is represented by the solid blue line and agrees
well with the true invariant mass distribution, shown with black markers. No selection cuts have been applied to
the true photons.
On the right, the reconstructed m�� distributions after selection of the resonance with mX = 1500 GeV and width
of (b) 5%, (d) 7% and (f) 10% of mX are shown. In each plot, the blue line is the same BggLggm�� · BW while
the magenta line represents the outcome of the convolution and the black markers show the reconstructed invariant
mass distribution.
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Large Width Signal
Results were obtained using signal samples under the assumption of “Narrow Width Approximation” (NWA). 

In order to check the validity of the results on large width signal, the resolution function used in that analysis (DSCB) 
need to be convoluted with function that will describe the natural width of the new particle.

Breit-Wigner (BW) function was used in run1, but careful study found it to be insufficient to model the line shape. 

The true line shape is modelled by a BW multiplied by contributions from parton luminosity and squared matrix 
element of the production process.

Only the gluon-gluon luminosity and the squared matrix element of the Higgs-like resonance production via 
gluon-gluon fusion at Born level are taken into account in modeling the line shape. 

Its convolution with the resolution function describes the resonance shape well. This is found to be true for all 
the nine mass and width values where MC samples are available. 

Results are shown for mX=1500GeV and width=10% of mX.

Results are being finalized.
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✓ Bias term on parametric background model (no size given)
✓ Luminosity : 4.6% 
✓ Trigger and photon ID : 10%
✓ Signal PDF : 6% (not in ATLAS, several production processes)

✓ Photon energy scale : 1% (negligible in ATLAS)

(not given by CMS)

(crucial to decode NWA ATLAS result!)

Uncertainties

ATLAS

CMS


